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C. Yoo and S. Alawneh, "Accelerating 2-D Image Convolution Using a Graphics Processing Unit," 2021 IEEE Western New York Image and Signal Processing Workshop (WNYISPW), Rochester, NY, USA, 2021, pp. 1-5, doi: 10.1109/WNYISPW53194.2021.9661289.

* Image convolutions are expensive in terms of computations, and gpus are usually used to expedite the procedure, the research done is to find possible ways to handle the large amount of data being transferred from cpu to gpu for the process
* Describes the basic process of a matrix convolution
* OpenMP is a library mainly used for parallel cpu computing
* Cuda is a library mainly used for parallel gpu computing
* Experiment uses different threading quantities for cpu and gpu, with different structures of memory(shared/exclusive, etc)
* Memory setup is the limiting factor in terms of gpu convolution calculations

Jin, Peter H. et al. “Spatially Parallel Convolutions.” International Conference on Learning Representations (2018).

* Aims to sidestep the memory limitation of single gpus are sharing the memory
* Tensors are spatially distributed through memory partitions, where each partition is on a single processing unit
* Explains the forward and backward passing using partitioned and non-partitioned methods
* Technique used in paper had excellent scaling in computation time and memory usage

J. Lu, K. Zhang, M. Chen and K. Ma, "Implementation of parallel convolution based on MPI," Proceedings of 2013 3rd International Conference on Computer Science and Network Technology, Dalian, China, 2013, pp. 28-31, doi: 10.1109/ICCSNT.2013.6967057.

* Implements a parallelized convolution computation based on message passing interface.
* Point to point mpi communicates messages directly between two processes
* Collective communication mpi communicates information for multiple processes
* Traditional parallelization of convolutions usually spilts the input/kernel computation between n processors, and then the total value is merged, this needs large data messages and a lot of idle time of processors when the multiplications are not being computed
* This paper uses a matrix partition to try to improve these issues where each partition behaves completely independently until the final merge occurs

Pourghassemi, Behnam & Zhang, Chenghao & Lee, Joo & Chandramowlishwaran, Aparna. (2020). Brief Announcement: On the Limits of Parallelizing Convolutional Neural Networks on GPUs.

* Majority of CNN’s are deployed using pytorch and tensorflow, which accomplish these networks serially
* ~60% of computation time for CNN’s developed using the above Deep Learning frameworks is from the convolution calculations during the training time
* Concurrency of gpu processes have to be assigned to separate executors.
* Results found cuDNN library unable to run multiple convolutions concurrently
* In order to use publicly available libraries to parallelize convolutions, CUDA is not a viable option

Vasudevan, Aravind et al. “Parallel Multi Channel convolution using General Matrix Multiplication.” 2017 IEEE 28th International Conference on Application-specific Systems, Architectures and Processors (ASAP) (2017): 19-24.

* One approach to parallelizing convolutions is called the im2col approach, this method is briefly summarized. The issue with this approach is that the memory requirements get increasingly large as the inputs become larger
* New approach using image data as columns instead of rows
* Treats a convolution of kxk image as k2 convolutions of 1x1 matrices allowing for no data replication
* Their approach had much lower execution time (see bar plots) than direct convolution method, yet similar results for the im2col and im2row techniques
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