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# Введение

Введение — нужно объяснить тему работы “человеческим языком”, поговорить об актуальности темы. Здесь же даётся формальная постановка задачи.

# Обзор литературы

нужно показать, что вы изучили наработки по вашей теме, обрисовать текущее состояние области

На основе сравнения методов по MAE на наборе данных ETTh2 (720), можно выделить 4 продвинутых подходов к прогнозированию временных рядом. Перечисляю их в порядке снижения качества прогнозирования:

| Ранг | Модель | MAE | MSE | Статья | Год |
| --- | --- | --- | --- | --- | --- |
| 1 | [**SCINet** (Одномерная)](https://paperswithcode.com/paper/time-series-is-a-special-sequence-forecasting) | 0.399 | 0.249 | [Time Series is a Special Sequence: Forecasting with Sample Convolution and Interaction](https://paperswithcode.com/paper/time-series-is-a-special-sequence-forecasting) | 2021 |
| 2 | [**QuerySelector**](https://paperswithcode.com/paper/long-term-series-forecasting-with-query) | 0.4130 | 0.2585 | [Long-term series forecasting with Query Selector - efficient model of sparse attention](https://paperswithcode.com/paper/long-term-series-forecasting-with-query) | 2021 |
| 3 | [**Informer**](https://paperswithcode.com/paper/informer-beyond-efficient-transformer-for) | 0.431 | 0.277 | [Informer: Beyond Efficient Transformer for Long Sequence Time-Series Forecasting](https://paperswithcode.com/paper/informer-beyond-efficient-transformer-for) | 2020 |
| 4 | [**Transformer**](https://paperswithcode.com/paper/long-term-series-forecasting-with-query) | 0.4340 | 0.2853 | [Long-term series forecasting with Query Selector - efficient model of sparse attention](https://paperswithcode.com/paper/long-term-series-forecasting-with-query) | 2021 |
| 5 | [**SCINet** (Многомерная)](https://paperswithcode.com/paper/time-series-is-a-special-sequence-forecasting) | 0.761 | 1.074 | [Time Series is a Special Sequence: Forecasting with Sample Convolution and Interaction](https://paperswithcode.com/paper/time-series-is-a-special-sequence-forecasting) | 2021 |

1 и 5 место, отличаются тем, используется ли многомерная реализация или одномерная реализация модели. Подробнее остановимся на 4 подходах и трех статьях, где они описываются:

1. Time Series is a Special Sequence: Forecasting with Sample Convolution and Interaction[[1]](#footnote-2) (использование свёрточных нейронных сетей и сравнение их с трансформерами) Данная статья проводит дальнейшее развитие актуальных архитектур для временных рядом (рекуррентные нейронные сети, модель транформеров, сверточные нейронные сети для временных рядов). Основная идея — модифицированный подход сверточной нейронной сети, где не только расширяется зона внимания от слоя к слою, но и проводится последовательность сжатие-свертка-смешивание. Это позволяет одновременно смотреть на параметры временного ряда разного масштаба, что помогает лучше извлекать признаки из временного ряда и приводит к росту предсказательной способности в модели SCINet, предложенной авторами, в сравнении с прошлыми архитектурами.   
   На данный момент один из передовых по точности алгоритм, имеющий как многомерный так и одномерный вариант.  
   Есть официальный репозиторий[[2]](#footnote-3) с кодом и реализацией на PyTorch.
2. Long-term series forecasting with Query Selector -- efficient model of sparse attention[[3]](#footnote-4) (Использование трансформеров и query selector модели)  
   В этой статье предлагается развития идеи трансформеров за счет построения детерминистического алгоритма построения разреженной матрицы внимания.  
   Есть реализация кода от авторов модели на PyTorch[[4]](#footnote-5).
3. Informer: Beyond Efficient Transformer for Long Sequence Time-Series Forecasting[[5]](#footnote-6) (использование информеров)  
   Данная статья разбирает проблемы прогнозирования длительных временных рядов (LSTF) и отмечает проблемы использования архитектуры трансформеров для этих целей — сложность по времени и большие требования по памяти и ограничения, присущие всем архитектурам энкодер-декодер. В качестве альтернативы, авторы предлагают более экономичную архитектуру модели для прогнозирования длительных временных рядов «Информеры», которые обладают тремя основными характеристиками 1) механизм внимания, который имеет сложность по памяти и времени; 2) механизм внимания, который выделяет ключевые признаки, одновременно с делением пополам размера входов на каскадных слоях, что позволяет эффективно работать с чрезвычайно длинными временными рядами; 3) декодер генеративного типа, который строит прогноз за один шаг, а не итеративно, чем значительно ускоряет построение прогнозов.  
   В данной статье проводится сравнения с другими методами и показано превосходство предложенного подхода в разрезе прогнозирования длительных временных рядов.  
   Есть реализация кода от авторов модели на PyTorch[[6]](#footnote-7).

Эти статьи про методы, которые не входят в state-of-the-art, но я считаю кажется, их можно упомянуть:

1. Probabilistic Forecasting with Temporal Convolutional Neural Network[[7]](#footnote-8)  
   В статье описывается подход к созданию прогнозов для мультивариативных временных рядом на основе свёрточных нейронных сетей с использованием обучения признакам.  
   Есть официальная реализация в коде от авторов работы на keras[[8]](#footnote-9), что важнее — реализован внутри пакета Darts – современный и быстроразвивающийся пакет для работы с временными рядами[[9]](#footnote-10)
2. N-BEATS: Neural basis expansion analysis for interpretable time series forecasting[[10]](#footnote-11)   
   Основной фокус на одномерных временных рядах — минус при анализе мультивариантных временных рядов. Предложен и реализован подход на основе глубокой нейронной сети со связями вперед и назад между слоями и набором множества полносвязных слоев внутри архитектуры сети.  
   Есть реализация от компании, связанной с автором статьи[[11]](#footnote-12)   
   Также реализован внутри пакета Darts
3. Temporal Fusion Transformers for Interpretable Multi-horizon Time Series Forecasting.[[12]](#footnote-13)  
   На этой работе в первую очередь базируется работа Liu 2021 года (модель SCINet)  
   Основная идея — использование трансформеров и обучение поведению временного ряда на разных масштабах плюс выделение отдельной части модели под интерпретируемое представление внимания обученной сети, что позволяет и достигнуть лучших результатов в нескольких бенчмарках и отойти от реализации — черный ящик.   
   Есть реализация на tensorflow[[13]](#footnote-14), статья от исследователей в google research.

# Методы

Методы — описание того, что вы предлагает сделать. Например, если вы предлагаете свой подход к генерации текстов с помощью нейросетей, то здесь описывается архитектура сети и то, как её нужно обучать.

# Эксперименты

## Описание данных

Для этой работы использованы данные, являющиеся сокращенным набором во времени и числу переменных набором данных, которые компания «Сургетнефтегаз» предоставляла в рамках открытого соревнования data science[[14]](#footnote-15). В работе использован набор данных по эксплуатации погружного оборудования фонда нефтяных скважин (17 скважин). Характеристики данных: 150 тысяч записей за два календарных месяца (июнь — июль 2019 года), выравненные по временной оси данные телеметрии с частотой дескретизации 5 минут. Для построения моделей использовали 15 независимых переменных, большая часть которых — телеметрия работы насосов (нагрузка двигателя, коэффициент мощности, давление в коллекторе узла учета, наработка насоса, расход жидкости и газа и т.д.), а также идентификатор номера насоса и колонка времени изменений. Пример динамики целевой переменной, «средняя скорость изменения давления на приеме насоса в ЧАС, МПа/час.» показан на рисунке ниже.
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На основе обучающих выборок, для целевой переменной «Средняя скорость изменения давления на приеме насоса в ЧАС, МПа/час» я построил 4 модели, описанных выше, которые я отбирал на основе баланса новизны и простоты применения:

* TCN;
* N-Beats;
* Transformer;
* Time Fusion Transformer.

Как базовую линию я использовал модель LAMA, которая является AutoML моделью, которая автоматически подбирает и обучает ансамбль из бустингов за предсказуемое время.

Для каждой

## по добавлению учета номера насоса

\* tcn показал улучшение метрик smape на валидации 0.05238308359709533 -> 0.0444367612098486

\* transformers показали небольшое метрик smape на валидации 0.07035859564973221-> 0.07002090974577367

\* nbeats ухудшение smape на валидации 0.13431373200428287 -> 0.17577817752305092

# Заключение

# Приложения

## Приложение 1. Гиперпараметры для моделей

LAMA

Финальная модель обучалась методом TabularUtilizedAutoML, который подбирает гиперпараметры и строит ансамбли из моделей отталкиваясь от ограничения по времени. Я использовал:

* timeout (ограничение по времени) – 1000 секунд
* cpu\_limit (число ядер) – 10
* cv (кросс-валидация) — 5

TCN

N-Beats

Transformer

Time Fusion Transformer
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