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# Homework Instructions - Last week we used Clustering and in this week, we are using the decision tree algorithm to solve the disputed essay problem.

## 1. Data Preparation

We’ll start by loading the necesary packages to work with data partitioning, model design, and graphics outputs.

require(caret)

## Loading required package: caret

## Loading required package: lattice

## Loading required package: ggplot2

require(dplyr)

## Loading required package: dplyr

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

require(ggplot2)  
require(rpart)

## Loading required package: rpart

require(rpart.plot)

## Loading required package: rpart.plot

require(e1071)

## Loading required package: e1071

Now loading the data. Since this is the same dataset as last week’s homework, we will skip summary, structure, and head.

dat <- read.csv("C:/Users/Administrator/Documents/MSDatascience/IST707/Week5/fedPapers85.csv")

Then separate the dataset into 3 groups: Training, Testing & Verification set

Now extract the disputed papers from the set as we want to know if the model can predict to who these belong to. The training set will consist of 2/3 of the dataset after removing verification set; and the test set will be the remaining 1/3.

fed <- dat %>% filter(author != "dispt")  
fed$author <- as.factor(as.character(fed$author))  
  
# Randomly select 2/3 of the dataset - these will be the training set.  
split <- sample(nrow(fed), nrow(fed) \* 2/3)  
train <- fed[split, ]  
test <- fed[-split, ]  
  
# The verification set,  
ver <- dat %>% filter(author == "dispt")

## 2. Build and train the model.

# We'll create a first tree using rpart. and we exclude filename variable  
# considering the type (factor) and doesn't add much to the decision tree.  
feds.tree <- rpart(author ~ . - filename, data = train, method = "class", control = rpart.control(cp = 0))  
  
# Plotting to see how the model works vefore pruning  
rpart.plot(feds.tree)
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# And also look under the hood.  
summary(feds.tree)

## Call:  
## rpart(formula = author ~ . - filename, data = train, method = "class",   
## control = rpart.control(cp = 0))  
## n= 49   
##   
## CP nsplit rel error xerror xstd  
## 1 0.7333333 0 1.0000000 1.0 0.2150779  
## 2 0.0000000 1 0.2666667 0.4 0.1529750  
##   
## Variable importance  
## upon on and there to of   
## 27 18 14 14 14 13   
##   
## Node number 1: 49 observations, complexity param=0.7333333  
## predicted class=Hamilton expected loss=0.3061224 P(node) =1  
## class counts: 34 0 4 11  
## probabilities: 0.694 0.000 0.082 0.224   
## left son=2 (34 obs) right son=3 (15 obs)  
## Primary splits:  
## upon < 0.006 to the right, improve=16.745580, (0 missing)  
## on < 0.0795 to the left, improve=10.427560, (0 missing)  
## there < 0.016 to the right, improve= 8.536487, (0 missing)  
## to < 0.503 to the right, improve= 8.536487, (0 missing)  
## and < 0.4175 to the left, improve= 6.630263, (0 missing)  
## Surrogate splits:  
## on < 0.0795 to the left, agree=0.898, adj=0.667, (0 split)  
## and < 0.4175 to the left, agree=0.857, adj=0.533, (0 split)  
## there < 0.0115 to the right, agree=0.857, adj=0.533, (0 split)  
## to < 0.503 to the right, agree=0.857, adj=0.533, (0 split)  
## of < 0.7775 to the right, agree=0.837, adj=0.467, (0 split)  
##   
## Node number 2: 34 observations  
## predicted class=Hamilton expected loss=0 P(node) =0.6938776  
## class counts: 34 0 0 0  
## probabilities: 1.000 0.000 0.000 0.000   
##   
## Node number 3: 15 observations  
## predicted class=Madison expected loss=0.2666667 P(node) =0.3061224  
## class counts: 0 0 4 11  
## probabilities: 0.000 0.000 0.267 0.733

Notice the model has a starting node as Hamilton - 71 percent of the texts in the training set belong to Hamilton. From there, the model asks whether the word ‘upon’ is used above 1.9 percent. If the ‘upon’ appears more frequently, then the model asigns the paper to Hamilton. But, if ‘upon’ is used less than 1.9 percent, then the model immediately accredit the text to Madison. Also notice that at this point in the model - no papers are assigned to Jay or to the dual Hamilton-Madison papers. The model will have to be tuned to fix this. Furthermore, when checking the model summary, we find that at two splits, the relative error of the model is 0.429. This is not desirable as we want a more accurate model.

# We'll set a minimum split of 10 papers in a bucket, and a max depth of 4  
# leaf nodes, and check how the model works from there.  
feds.tree2 <- rpart(author ~ . - filename, data = train, method = "class", control = rpart.control(cp = 0,   
 minsplit = 10, maxdepth = 4))  
  
rpart.plot(feds.tree2)
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summary(feds.tree2)

## Call:  
## rpart(formula = author ~ . - filename, data = train, method = "class",   
## control = rpart.control(cp = 0, minsplit = 10, maxdepth = 4))  
## n= 49   
##   
## CP nsplit rel error xerror xstd  
## 1 0.7333333 0 1.0000000 1.0000000 0.2150779  
## 2 0.2666667 1 0.2666667 0.4000000 0.1529750  
## 3 0.0000000 2 0.0000000 0.2666667 0.1277753  
##   
## Variable importance  
## upon and of on there to an been the which   
## 17 15 14 11 9 9 6 6 6 6   
##   
## Node number 1: 49 observations, complexity param=0.7333333  
## predicted class=Hamilton expected loss=0.3061224 P(node) =1  
## class counts: 34 0 4 11  
## probabilities: 0.694 0.000 0.082 0.224   
## left son=2 (34 obs) right son=3 (15 obs)  
## Primary splits:  
## upon < 0.006 to the right, improve=16.745580, (0 missing)  
## on < 0.0795 to the left, improve=10.427560, (0 missing)  
## there < 0.016 to the right, improve= 8.536487, (0 missing)  
## to < 0.503 to the right, improve= 8.536487, (0 missing)  
## and < 0.4175 to the left, improve= 6.630263, (0 missing)  
## Surrogate splits:  
## on < 0.0795 to the left, agree=0.898, adj=0.667, (0 split)  
## and < 0.4175 to the left, agree=0.857, adj=0.533, (0 split)  
## there < 0.0115 to the right, agree=0.857, adj=0.533, (0 split)  
## to < 0.503 to the right, agree=0.857, adj=0.533, (0 split)  
## of < 0.7775 to the right, agree=0.837, adj=0.467, (0 split)  
##   
## Node number 2: 34 observations  
## predicted class=Hamilton expected loss=0 P(node) =0.6938776  
## class counts: 34 0 0 0  
## probabilities: 1.000 0.000 0.000 0.000   
##   
## Node number 3: 15 observations, complexity param=0.2666667  
## predicted class=Madison expected loss=0.2666667 P(node) =0.3061224  
## class counts: 0 0 4 11  
## probabilities: 0.000 0.000 0.267 0.733   
## left son=6 (4 obs) right son=7 (11 obs)  
## Primary splits:  
## and < 0.5955 to the right, improve=5.866667, (0 missing)  
## an < 0.043 to the left, improve=5.866667, (0 missing)  
## been < 0.027 to the left, improve=5.866667, (0 missing)  
## of < 0.697 to the left, improve=5.866667, (0 missing)  
## the < 1.098 to the left, improve=5.866667, (0 missing)  
## Surrogate splits:  
## an < 0.043 to the left, agree=1, adj=1, (0 split)  
## been < 0.027 to the left, agree=1, adj=1, (0 split)  
## of < 0.697 to the left, agree=1, adj=1, (0 split)  
## the < 1.098 to the left, agree=1, adj=1, (0 split)  
## which < 0.112 to the left, agree=1, adj=1, (0 split)  
##   
## Node number 6: 4 observations  
## predicted class=Jay expected loss=0 P(node) =0.08163265  
## class counts: 0 0 4 0  
## probabilities: 0.000 0.000 1.000 0.000   
##   
## Node number 7: 11 observations  
## predicted class=Madison expected loss=0 P(node) =0.2244898  
## class counts: 0 0 0 11  
## probabilities: 0.000 0.000 0.000 1.000

We can see that this tree is much more accurate, producing a relative error of 0.143 at two splits. We also see that the tree further elaborates beyond the Madison leaf node, going so far as to identify the Jay papers. Returning to the Madison leaf node, if the author uses ‘been’ less than 5.3 percent of the time, then it is a Jay paper. Anything more is still attributed to Madison. Unfortunately, the model is still failing to determine the Hamilton-Madison papers, and we see that it’s struggling to correctly identify the Jay papers, as only 67 percent of the papers attributed to Jay are in fact his.

# Let's reduce the minimum split to five, while also increasing the max  
# depth to five.  
feds.tree3 <- rpart(author ~ . - filename, data = train, method = "class", control = rpart.control(cp = 0,   
 minsplit = 5, maxdepth = 5))  
  
rpart.plot(feds.tree3, cex = 0.8)
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summary(feds.tree3)

## Call:  
## rpart(formula = author ~ . - filename, data = train, method = "class",   
## control = rpart.control(cp = 0, minsplit = 5, maxdepth = 5))  
## n= 49   
##   
## CP nsplit rel error xerror xstd  
## 1 0.7333333 0 1.0000000 1.0000000 0.2150779  
## 2 0.2666667 1 0.2666667 0.4000000 0.1529750  
## 3 0.0000000 2 0.0000000 0.2666667 0.1277753  
##   
## Variable importance  
## upon and of on there to an been the which   
## 17 15 14 11 9 9 6 6 6 6   
##   
## Node number 1: 49 observations, complexity param=0.7333333  
## predicted class=Hamilton expected loss=0.3061224 P(node) =1  
## class counts: 34 0 4 11  
## probabilities: 0.694 0.000 0.082 0.224   
## left son=2 (34 obs) right son=3 (15 obs)  
## Primary splits:  
## upon < 0.006 to the right, improve=16.745580, (0 missing)  
## on < 0.0795 to the left, improve=10.427560, (0 missing)  
## there < 0.016 to the right, improve= 8.536487, (0 missing)  
## to < 0.503 to the right, improve= 8.536487, (0 missing)  
## and < 0.4175 to the left, improve= 6.630263, (0 missing)  
## Surrogate splits:  
## on < 0.0795 to the left, agree=0.898, adj=0.667, (0 split)  
## and < 0.4175 to the left, agree=0.857, adj=0.533, (0 split)  
## there < 0.0115 to the right, agree=0.857, adj=0.533, (0 split)  
## to < 0.503 to the right, agree=0.857, adj=0.533, (0 split)  
## of < 0.7775 to the right, agree=0.837, adj=0.467, (0 split)  
##   
## Node number 2: 34 observations  
## predicted class=Hamilton expected loss=0 P(node) =0.6938776  
## class counts: 34 0 0 0  
## probabilities: 1.000 0.000 0.000 0.000   
##   
## Node number 3: 15 observations, complexity param=0.2666667  
## predicted class=Madison expected loss=0.2666667 P(node) =0.3061224  
## class counts: 0 0 4 11  
## probabilities: 0.000 0.000 0.267 0.733   
## left son=6 (4 obs) right son=7 (11 obs)  
## Primary splits:  
## and < 0.5955 to the right, improve=5.866667, (0 missing)  
## an < 0.043 to the left, improve=5.866667, (0 missing)  
## been < 0.027 to the left, improve=5.866667, (0 missing)  
## of < 0.697 to the left, improve=5.866667, (0 missing)  
## the < 1.098 to the left, improve=5.866667, (0 missing)  
## Surrogate splits:  
## an < 0.043 to the left, agree=1, adj=1, (0 split)  
## been < 0.027 to the left, agree=1, adj=1, (0 split)  
## of < 0.697 to the left, agree=1, adj=1, (0 split)  
## the < 1.098 to the left, agree=1, adj=1, (0 split)  
## which < 0.112 to the left, agree=1, adj=1, (0 split)  
##   
## Node number 6: 4 observations  
## predicted class=Jay expected loss=0 P(node) =0.08163265  
## class counts: 0 0 4 0  
## probabilities: 0.000 0.000 1.000 0.000   
##   
## Node number 7: 11 observations  
## predicted class=Madison expected loss=0 P(node) =0.2244898  
## class counts: 0 0 0 11  
## probabilities: 0.000 0.000 0.000 1.000

This model gives us a relative error of 0.071, which is amazing. Most of the papers are being assigned correctly to Hamilton, Jay, and Madison. However, at the first Jay node, if the word ‘also’ appears less than one percent of the time, the model assigns the text to Hamilton with a 50 percent probability of getting it right. We can assume that both Hamilton’s and the Hamilton Madison papers are being classified here.

Let’s check the cp plot and see how the model works on the test set.

plotcp(feds.tree3)

![](data:image/png;base64,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)

# Now predict the test set using this model.  
test\_pred <- data.frame(predict(feds.tree3, newdata = test))  
  
# Some data transformation needs to be done to check the confusion matrix.  
results <- test\_pred %>% mutate(results = ifelse(Madison == 1, "Madison", ifelse(Hamilton ==   
 1, "Hamilton", ifelse(Jay == 1, "Jay", "HM"))))  
# let’s introduce some bias here to explicitly statethat if none of the rules  
# apply to the results, then the result should be HM This will cause some  
# texts which are 50-50 to be classified as HM.  
  
row.names(test) <- NULL  
testResult <- test %>% bind\_cols(results)  
testResult$results <- as.factor(testResult$results)  
  
confusionMatrix(testResult$result, testResult$author)

## Warning in confusionMatrix.default(testResult$result, testResult$author):  
## Levels are not in the same order for reference and data. Refactoring data  
## to match.

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction Hamilton HM Jay Madison  
## Hamilton 17 2 1 2  
## HM 0 0 0 0  
## Jay 0 0 0 0  
## Madison 0 1 0 2  
##   
## Overall Statistics  
##   
## Accuracy : 0.76   
## 95% CI : (0.5487, 0.9064)  
## No Information Rate : 0.68   
## P-Value [Acc > NIR] : 0.2657   
##   
## Kappa : 0.3724   
##   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: Hamilton Class: HM Class: Jay Class: Madison  
## Sensitivity 1.0000 0.00 0.00 0.5000  
## Specificity 0.3750 1.00 1.00 0.9524  
## Pos Pred Value 0.7727 NaN NaN 0.6667  
## Neg Pred Value 1.0000 0.88 0.96 0.9091  
## Prevalence 0.6800 0.12 0.04 0.1600  
## Detection Rate 0.6800 0.00 0.00 0.0800  
## Detection Prevalence 0.8800 0.00 0.00 0.1200  
## Balanced Accuracy 0.6875 0.50 0.50 0.7262

Reviewing the confusion matrix, we could see that that the model correctly assigns the Hamilt, Jay , and Madison texts to each author. Also confirms the issue lies with the HM papers (HM or disputed papers).

## 3. Prediction

But, we have one more test to actually see how the model fares: can the model predict who the disputed texts belong to?

ver\_pred <- predict(feds.tree3, newdata = ver)  
  
# Skipping the confusion matrix in this case and just check the results.  
ver\_pred

## Hamilton HM Jay Madison  
## 1 0 0 0 1  
## 2 1 0 0 0  
## 3 0 0 0 1  
## 4 0 0 0 1  
## 5 0 0 0 1  
## 6 0 0 0 1  
## 7 0 0 0 1  
## 8 0 0 0 1  
## 9 0 0 0 1  
## 10 0 0 0 1  
## 11 0 0 0 1

To conclude, out of the 11 disputed papers, the model classifies 3 as authored by Madison, one by Jay, and the remaining as a 50/50 chance being authored either by Hamilton or Hamilton & Madison.

In comparison, last week using clustering technique was less effective, where there was less evidence to determine the authors where the average method showed that some of the papers were more likely to be authored by Hamilton, some by Madison, and a couple that couldn’t be determined since the language used by the authors were closely similar.