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## Homework7 SVMs, kNN, and Random Forestfor handwriting recognition

In this we use SVMs, kNN, and Random Forest algorithms for handwriting recognition, and compare their performance with the naïve Bayes and decision tree models you built in previous week

# Load packages.  
  
# install.packages('randomForest')  
library(caret)

## Loading required package: lattice

## Loading required package: ggplot2

library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(stringr)  
library(e1071)  
library(rpart)  
library(randomForest)

## randomForest 4.6-14

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:dplyr':  
##   
## combine

## The following object is masked from 'package:ggplot2':  
##   
## margin

# Load Kggle-digit-train dataset.  
dataSet <- read.csv("C:/Users/Administrator/Documents/MSDatascience/IST707/Week7/Kaggle-digit-train.csv")  
  
# Explore the dimension of the dataset, and the structure and summary of the  
# first ten rows.  
  
dim(dataSet)

## [1] 42000 785

str(dataSet[, 1:10])

## 'data.frame': 42000 obs. of 10 variables:  
## $ label : int 1 0 1 4 0 0 7 3 5 3 ...  
## $ pixel0: int 0 0 0 0 0 0 0 0 0 0 ...  
## $ pixel1: int 0 0 0 0 0 0 0 0 0 0 ...  
## $ pixel2: int 0 0 0 0 0 0 0 0 0 0 ...  
## $ pixel3: int 0 0 0 0 0 0 0 0 0 0 ...  
## $ pixel4: int 0 0 0 0 0 0 0 0 0 0 ...  
## $ pixel5: int 0 0 0 0 0 0 0 0 0 0 ...  
## $ pixel6: int 0 0 0 0 0 0 0 0 0 0 ...  
## $ pixel7: int 0 0 0 0 0 0 0 0 0 0 ...  
## $ pixel8: int 0 0 0 0 0 0 0 0 0 0 ...

summary(dataSet[, 1:10])

## label pixel0 pixel1 pixel2 pixel3   
## Min. :0.000 Min. :0 Min. :0 Min. :0 Min. :0   
## 1st Qu.:2.000 1st Qu.:0 1st Qu.:0 1st Qu.:0 1st Qu.:0   
## Median :4.000 Median :0 Median :0 Median :0 Median :0   
## Mean :4.457 Mean :0 Mean :0 Mean :0 Mean :0   
## 3rd Qu.:7.000 3rd Qu.:0 3rd Qu.:0 3rd Qu.:0 3rd Qu.:0   
## Max. :9.000 Max. :0 Max. :0 Max. :0 Max. :0   
## pixel4 pixel5 pixel6 pixel7 pixel8   
## Min. :0 Min. :0 Min. :0 Min. :0 Min. :0   
## 1st Qu.:0 1st Qu.:0 1st Qu.:0 1st Qu.:0 1st Qu.:0   
## Median :0 Median :0 Median :0 Median :0 Median :0   
## Mean :0 Mean :0 Mean :0 Mean :0 Mean :0   
## 3rd Qu.:0 3rd Qu.:0 3rd Qu.:0 3rd Qu.:0 3rd Qu.:0   
## Max. :0 Max. :0 Max. :0 Max. :0 Max. :0

# Let's also check what the first 5 rows of the dataset look like.  
head(dataSet[, 1:10], n = 5)

## label pixel0 pixel1 pixel2 pixel3 pixel4 pixel5 pixel6 pixel7 pixel8  
## 1 1 0 0 0 0 0 0 0 0 0  
## 2 0 0 0 0 0 0 0 0 0 0  
## 3 1 0 0 0 0 0 0 0 0 0  
## 4 4 0 0 0 0 0 0 0 0 0  
## 5 0 0 0 0 0 0 0 0 0 0

Now that we have checked what the dataset look like, it’s time to do some additional processing and then train the models.

#Datasets usage. In this case, we’ll work on two new models: kNN (k-Nearest Neighbours) , SVM (Support Vector Machine) and Random Forest - which is an expansion of the decision tree algorithm we have previously worked on. Also, due to the size of the training set, we’ll only work with 30 percent of the dataset, setting the seeds and selecting two-thirds of this subset to serve as our training set and the remaining third to serve as our testing set. All these subsets will be chosen at random.

##Pre-Processing

Considering the number of variables, we’ll make sure that we work with a select number of objects,to ensure that we don’t eliminate unneccesary columns, only columns where there is no variance will be eliminated.

# Update/Replace all NAs with 0, count number of columns, and create a list  
# that will populate the columns that sum 0.  
  
dataSet[is.na(dataSet)] <- 0  
cols <- ncol(dataSet)  
vars <- list()  
  
# reviewing variables in dataset to find which present no variance.  
for (i in 2:cols) {  
 colVar <- var(dataSet[[i]])  
 if (colVar == 0) {  
 vars <- append(vars, i)  
 }  
}  
  
# Remove/Drop the columns that have no variance in both the test and  
# training set.  
colsToDrop <- unlist(vars)  
  
dataSet <- dataSet[, -colsToDrop]  
  
# With the columns now selected, we'll now choose 20 percent of both the  
# training and testing datasets.  
set.seed(1024)  
  
split <- sample(nrow(dataSet), nrow(dataSet) \* 0.3)  
dataSubset <- dataSet[split, ]  
  
# Now to select the training and testing sets from this subset.  
set.seed(760)  
  
trainSplit <- sample(nrow(dataSubset), nrow(dataSubset) \* 2/3)  
titanictrainSet <- dataSubset[trainSplit, ]  
titanictestSet <- dataSubset[-trainSplit, ]

After selecting the columns, we’ll end up working with 8,400 records to train the model and 4,200 records to test the model.

# Training and testing the models.

## k-Nearest Neighbours

Starting off with kNN, we’ll build the model using two-thirds of the training set and then use the remaining third of the same data to test the results. Just to avoid redoing this process, we’ll set the seed for the split and work from there.

# We'll first start by converting the label variable into a factor. Because  
# we are building a classifier that will determine the probability that a  
# observation belongs to a certain number, we need to convert the labels  
# into factors that can then be converted to variable names  
titanictrainSet$label <- factor(paste0("X", titanictrainSet$label), levels = c("X0",   
 "X1", "X2", "X3", "X4", "X5", "X6", "X7", "X8", "X9"))  
titanictestSet$label <- factor(paste0("X", titanictestSet$label), levels = c("X0",   
 "X1", "X2", "X3", "X4", "X5", "X6", "X7", "X8", "X9"))  
  
# Now to start creating the kNN. We'll do three-fold CV as in the previous  
# exercise.  
set.seed(239)  
x <- trainControl(method = "repeatedcv", repeats = 3, classProbs = TRUE)  
knnTrain <- train(label ~ ., data = titanictrainSet, method = "knn", preProcess = c("center",   
 "scale"), trControl = x, metric = "ROC", tuneLength = 3)

## Warning in train.default(x, y, weights = w, ...): The metric "ROC" was not  
## in the result set. Accuracy will be used instead.

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel447,  
## pixel449, pixel477, pixel531, pixel559, pixel561, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel702, pixel725,  
## pixel726, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel447,  
## pixel449, pixel477, pixel531, pixel559, pixel561, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel702, pixel725,  
## pixel726, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel447,  
## pixel449, pixel477, pixel531, pixel559, pixel561, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel702, pixel725,  
## pixel726, pixel753, pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel14, pixel15, pixel51,  
## pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel642, pixel643, pixel670, pixel698, pixel725,  
## pixel726, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel14, pixel15, pixel51,  
## pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel642, pixel643, pixel670, pixel698, pixel725,  
## pixel726, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel14, pixel15, pixel51,  
## pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel642, pixel643, pixel670, pixel698, pixel725,  
## pixel726, pixel753, pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel32, pixel51, pixel58,  
## pixel59, pixel81, pixel86, pixel87, pixel110, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel752,  
## pixel753, pixel761, pixel777, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel32, pixel51, pixel58,  
## pixel59, pixel81, pixel86, pixel87, pixel110, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel752,  
## pixel753, pixel761, pixel777, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel32, pixel51, pixel58,  
## pixel59, pixel81, pixel86, pixel87, pixel110, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel752,  
## pixel753, pixel761, pixel777, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel114, pixel167, pixel195,  
## pixel223, pixel224, pixel251, pixel336, pixel337, pixel363, pixel364,  
## pixel391, pixel419, pixel449, pixel477, pixel504, pixel559, pixel561,  
## pixel588, pixel589, pixel615, pixel616, pixel617, pixel643, pixel698,  
## pixel725, pixel726, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel114, pixel167, pixel195,  
## pixel223, pixel224, pixel251, pixel336, pixel337, pixel363, pixel364,  
## pixel391, pixel419, pixel449, pixel477, pixel504, pixel559, pixel561,  
## pixel588, pixel589, pixel615, pixel616, pixel617, pixel643, pixel698,  
## pixel725, pixel726, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel114, pixel167, pixel195,  
## pixel223, pixel224, pixel251, pixel336, pixel337, pixel363, pixel364,  
## pixel391, pixel419, pixel449, pixel477, pixel504, pixel559, pixel561,  
## pixel588, pixel589, pixel615, pixel616, pixel617, pixel643, pixel698,  
## pixel725, pixel726, pixel753, pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel49, pixel50, pixel51,  
## pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel724, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel49, pixel50, pixel51,  
## pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel724, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel49, pixel50, pixel51,  
## pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel724, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel34, pixel51, pixel58,  
## pixel59, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel279, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel753,  
## pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel34, pixel51, pixel58,  
## pixel59, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel279, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel753,  
## pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel34, pixel51, pixel58,  
## pixel59, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel279, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel753,  
## pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel169, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel753,  
## pixel761, pixel762, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel169, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel753,  
## pixel761, pixel762, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel169, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel753,  
## pixel761, pixel762, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel365, pixel391, pixel393,  
## pixel419, pixel449, pixel477, pixel505, pixel533, pixel559, pixel561,  
## pixel588, pixel589, pixel615, pixel616, pixel617, pixel643, pixel698,  
## pixel725, pixel726, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel365, pixel391, pixel393,  
## pixel419, pixel449, pixel477, pixel505, pixel533, pixel559, pixel561,  
## pixel588, pixel589, pixel615, pixel616, pixel617, pixel643, pixel698,  
## pixel725, pixel726, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel365, pixel391, pixel393,  
## pixel419, pixel449, pixel477, pixel505, pixel533, pixel559, pixel561,  
## pixel588, pixel589, pixel615, pixel616, pixel617, pixel643, pixel698,  
## pixel725, pixel726, pixel753, pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel80, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel587, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel753,  
## pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel80, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel587, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel753,  
## pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel80, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel587, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel753,  
## pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel365, pixel391, pixel393,  
## pixel419, pixel449, pixel477, pixel505, pixel533, pixel559, pixel561,  
## pixel588, pixel589, pixel615, pixel616, pixel617, pixel643, pixel698,  
## pixel725, pixel726, pixel752, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel365, pixel391, pixel393,  
## pixel419, pixel449, pixel477, pixel505, pixel533, pixel559, pixel561,  
## pixel588, pixel589, pixel615, pixel616, pixel617, pixel643, pixel698,  
## pixel725, pixel726, pixel752, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel365, pixel391, pixel393,  
## pixel419, pixel449, pixel477, pixel505, pixel533, pixel559, pixel561,  
## pixel588, pixel589, pixel615, pixel616, pixel617, pixel643, pixel698,  
## pixel725, pixel726, pixel752, pixel753, pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel777, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel777, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel777, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel762, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel762, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel762, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel49, pixel50, pixel51,  
## pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel114, pixel167,  
## pixel224, pixel251, pixel336, pixel337, pixel363, pixel364, pixel391,  
## pixel419, pixel449, pixel477, pixel559, pixel561, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel49, pixel50, pixel51,  
## pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel114, pixel167,  
## pixel224, pixel251, pixel336, pixel337, pixel363, pixel364, pixel391,  
## pixel419, pixel449, pixel477, pixel559, pixel561, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel49, pixel50, pixel51,  
## pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel114, pixel167,  
## pixel224, pixel251, pixel336, pixel337, pixel363, pixel364, pixel391,  
## pixel419, pixel449, pixel477, pixel559, pixel561, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel80, pixel81, pixel86, pixel87, pixel110, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel702, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel80, pixel81, pixel86, pixel87, pixel110, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel702, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel80, pixel81, pixel86, pixel87, pixel110, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel702, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel12, pixel13, pixel14,  
## pixel15, pixel51, pixel58, pixel59, pixel81, pixel86, pixel87, pixel113,  
## pixel167, pixel169, pixel224, pixel251, pixel336, pixel337, pixel363,  
## pixel364, pixel391, pixel419, pixel449, pixel477, pixel559, pixel561,  
## pixel588, pixel589, pixel615, pixel616, pixel617, pixel643, pixel698,  
## pixel725, pixel726, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel12, pixel13, pixel14,  
## pixel15, pixel51, pixel58, pixel59, pixel81, pixel86, pixel87, pixel113,  
## pixel167, pixel169, pixel224, pixel251, pixel336, pixel337, pixel363,  
## pixel364, pixel391, pixel419, pixel449, pixel477, pixel559, pixel561,  
## pixel588, pixel589, pixel615, pixel616, pixel617, pixel643, pixel698,  
## pixel725, pixel726, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel12, pixel13, pixel14,  
## pixel15, pixel51, pixel58, pixel59, pixel81, pixel86, pixel87, pixel113,  
## pixel167, pixel169, pixel224, pixel251, pixel336, pixel337, pixel363,  
## pixel364, pixel391, pixel419, pixel449, pixel477, pixel559, pixel561,  
## pixel588, pixel589, pixel615, pixel616, pixel617, pixel643, pixel698,  
## pixel725, pixel726, pixel753, pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel279, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel587, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel279, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel587, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel279, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel587, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel32, pixel33, pixel34,  
## pixel51, pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel167,  
## pixel224, pixel251, pixel336, pixel337, pixel363, pixel364, pixel391,  
## pixel419, pixel447, pixel449, pixel477, pixel504, pixel531, pixel559,  
## pixel561, pixel588, pixel589, pixel615, pixel616, pixel617, pixel643,  
## pixel698, pixel725, pixel726, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel32, pixel33, pixel34,  
## pixel51, pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel167,  
## pixel224, pixel251, pixel336, pixel337, pixel363, pixel364, pixel391,  
## pixel419, pixel447, pixel449, pixel477, pixel504, pixel531, pixel559,  
## pixel561, pixel588, pixel589, pixel615, pixel616, pixel617, pixel643,  
## pixel698, pixel725, pixel726, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel32, pixel33, pixel34,  
## pixel51, pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel167,  
## pixel224, pixel251, pixel336, pixel337, pixel363, pixel364, pixel391,  
## pixel419, pixel447, pixel449, pixel477, pixel504, pixel531, pixel559,  
## pixel561, pixel588, pixel589, pixel615, pixel616, pixel617, pixel643,  
## pixel698, pixel725, pixel726, pixel753, pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel195, pixel223,  
## pixel224, pixel251, pixel336, pixel337, pixel363, pixel364, pixel391,  
## pixel419, pixel449, pixel477, pixel559, pixel561, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel195, pixel223,  
## pixel224, pixel251, pixel336, pixel337, pixel363, pixel364, pixel391,  
## pixel419, pixel449, pixel477, pixel559, pixel561, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel195, pixel223,  
## pixel224, pixel251, pixel336, pixel337, pixel363, pixel364, pixel391,  
## pixel419, pixel449, pixel477, pixel559, pixel561, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel32, pixel51, pixel58,  
## pixel59, pixel81, pixel86, pixel87, pixel113, pixel167, pixel169, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel753,  
## pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel32, pixel51, pixel58,  
## pixel59, pixel81, pixel86, pixel87, pixel113, pixel167, pixel169, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel753,  
## pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel32, pixel51, pixel58,  
## pixel59, pixel81, pixel86, pixel87, pixel113, pixel167, pixel169, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel753,  
## pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel505, pixel533, pixel559, pixel561, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel505, pixel533, pixel559, pixel561, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel505, pixel533, pixel559, pixel561, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel110, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel365, pixel391,  
## pixel393, pixel419, pixel449, pixel477, pixel559, pixel561, pixel588,  
## pixel589, pixel615, pixel616, pixel617, pixel643, pixel698, pixel702,  
## pixel725, pixel726, pixel752, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel110, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel365, pixel391,  
## pixel393, pixel419, pixel449, pixel477, pixel559, pixel561, pixel588,  
## pixel589, pixel615, pixel616, pixel617, pixel643, pixel698, pixel702,  
## pixel725, pixel726, pixel752, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel110, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel365, pixel391,  
## pixel393, pixel419, pixel449, pixel477, pixel559, pixel561, pixel588,  
## pixel589, pixel615, pixel616, pixel617, pixel643, pixel698, pixel702,  
## pixel725, pixel726, pixel752, pixel753, pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel279, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel587, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel279, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel587, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel279, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel587, pixel588, pixel589,  
## pixel615, pixel616, pixel617, pixel643, pixel698, pixel725, pixel726,  
## pixel753, pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel14, pixel15, pixel51,  
## pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel753,  
## pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel14, pixel15, pixel51,  
## pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel753,  
## pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel14, pixel15, pixel51,  
## pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224,  
## pixel251, pixel336, pixel337, pixel363, pixel364, pixel391, pixel419,  
## pixel449, pixel477, pixel559, pixel561, pixel588, pixel589, pixel615,  
## pixel616, pixel617, pixel643, pixel698, pixel725, pixel726, pixel753,  
## pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel80, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel80, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel80, pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel114, pixel167, pixel195,  
## pixel223, pixel224, pixel251, pixel336, pixel337, pixel363, pixel364,  
## pixel391, pixel419, pixel449, pixel477, pixel559, pixel561, pixel588,  
## pixel589, pixel615, pixel616, pixel617, pixel643, pixel698, pixel725,  
## pixel726, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel114, pixel167, pixel195,  
## pixel223, pixel224, pixel251, pixel336, pixel337, pixel363, pixel364,  
## pixel391, pixel419, pixel449, pixel477, pixel559, pixel561, pixel588,  
## pixel589, pixel615, pixel616, pixel617, pixel643, pixel698, pixel725,  
## pixel726, pixel753, pixel761, pixel778, pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel114, pixel167, pixel195,  
## pixel223, pixel224, pixel251, pixel336, pixel337, pixel363, pixel364,  
## pixel391, pixel419, pixel449, pixel477, pixel559, pixel561, pixel588,  
## pixel589, pixel615, pixel616, pixel617, pixel643, pixel698, pixel725,  
## pixel726, pixel753, pixel761, pixel778, pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel34, pixel49, pixel50,  
## pixel51, pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel167,  
## pixel224, pixel251, pixel336, pixel337, pixel363, pixel364, pixel391,  
## pixel419, pixel447, pixel449, pixel477, pixel504, pixel531, pixel559,  
## pixel561, pixel588, pixel589, pixel615, pixel616, pixel617, pixel643,  
## pixel698, pixel725, pixel726, pixel753, pixel761, pixel777, pixel778,  
## pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel34, pixel49, pixel50,  
## pixel51, pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel167,  
## pixel224, pixel251, pixel336, pixel337, pixel363, pixel364, pixel391,  
## pixel419, pixel447, pixel449, pixel477, pixel504, pixel531, pixel559,  
## pixel561, pixel588, pixel589, pixel615, pixel616, pixel617, pixel643,  
## pixel698, pixel725, pixel726, pixel753, pixel761, pixel777, pixel778,  
## pixel779  
  
## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel34, pixel49, pixel50,  
## pixel51, pixel58, pixel59, pixel81, pixel86, pixel87, pixel113, pixel167,  
## pixel224, pixel251, pixel336, pixel337, pixel363, pixel364, pixel391,  
## pixel419, pixel447, pixel449, pixel477, pixel504, pixel531, pixel559,  
## pixel561, pixel588, pixel589, pixel615, pixel616, pixel617, pixel643,  
## pixel698, pixel725, pixel726, pixel753, pixel761, pixel777, pixel778,  
## pixel779

## Warning in preProcess.default(thresh = 0.95, k = 5, freqCut = 19, uniqueCut  
## = 10, : These variables have zero variances: pixel51, pixel58, pixel59,  
## pixel81, pixel86, pixel87, pixel113, pixel167, pixel224, pixel251,  
## pixel336, pixel337, pixel363, pixel364, pixel391, pixel419, pixel449,  
## pixel477, pixel559, pixel561, pixel588, pixel589, pixel615, pixel616,  
## pixel617, pixel643, pixel698, pixel725, pixel726, pixel753, pixel761,  
## pixel778, pixel779

# Model summary  
knnTrain

## k-Nearest Neighbors   
##   
## 8400 samples  
## 708 predictor  
## 10 classes: 'X0', 'X1', 'X2', 'X3', 'X4', 'X5', 'X6', 'X7', 'X8', 'X9'   
##   
## Pre-processing: centered (708), scaled (708)   
## Resampling: Cross-Validated (10 fold, repeated 3 times)   
## Summary of sample sizes: 7561, 7561, 7558, 7561, 7560, 7561, ...   
## Resampling results across tuning parameters:  
##   
## k Accuracy Kappa   
## 5 0.9072603 0.8968522  
## 7 0.9046020 0.8938913  
## 9 0.9006326 0.8894715  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was k = 5.

plot(knnTrain)

![](data:image/png;base64,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)

# Given these numbers, it appears that the model is extremely good at  
# predicting the class label. Let's run the model on the test set.  
knnPred <- predict(knnTrain, titanictestSet, type = "prob")  
knnPred <- as.data.frame(knnPred)  
  
# Select maximum prediction. We subtract 1 because we are showing the class  
# label (i.e 0 is 1, 1 is 2, and so on.)  
knnPredictedValues <- data.frame(apply(knnPred, 1, which.max) - 1)  
colnames(knnPredictedValues) <- "prediction"  
  
# Compare to actual values  
knnResults <- titanictestSet %>% select(label) %>% mutate(real = str\_remove(label,   
 "X")) %>% bind\_cols(knnPredictedValues) %>% mutate(real = as.factor(real),   
 prediction = as.factor(prediction))  
  
confusionMatrix(knnResults$real, knnResults$prediction)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1 2 3 4 5 6 7 8 9  
## 0 395 0 0 0 0 2 3 0 2 0  
## 1 0 427 2 0 0 0 2 1 0 0  
## 2 8 10 401 10 5 1 4 7 7 1  
## 3 1 6 6 391 1 11 1 4 8 3  
## 4 1 11 2 0 343 2 0 4 0 20  
## 5 5 3 1 25 1 337 12 0 7 5  
## 6 10 1 1 0 2 4 392 0 0 0  
## 7 0 10 5 0 5 0 0 419 0 24  
## 8 6 6 6 15 7 23 4 1 323 8  
## 9 4 2 4 8 10 0 0 18 4 379  
##   
## Overall Statistics  
##   
## Accuracy : 0.9064   
## 95% CI : (0.8972, 0.9151)  
## No Information Rate : 0.1133   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.896   
##   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: 0 Class: 1 Class: 2 Class: 3 Class: 4 Class: 5  
## Sensitivity 0.91860 0.8971 0.93692 0.8708 0.91711 0.88684  
## Specificity 0.99814 0.9987 0.98595 0.9891 0.98955 0.98455  
## Pos Pred Value 0.98259 0.9884 0.88326 0.9051 0.89556 0.85101  
## Neg Pred Value 0.99078 0.9870 0.99279 0.9846 0.99188 0.98870  
## Prevalence 0.10238 0.1133 0.10190 0.1069 0.08905 0.09048  
## Detection Rate 0.09405 0.1017 0.09548 0.0931 0.08167 0.08024  
## Detection Prevalence 0.09571 0.1029 0.10810 0.1029 0.09119 0.09429  
## Balanced Accuracy 0.95837 0.9479 0.96143 0.9299 0.95333 0.93570  
## Class: 6 Class: 7 Class: 8 Class: 9  
## Sensitivity 0.93780 0.92291 0.92023 0.86136  
## Specificity 0.99524 0.98825 0.98025 0.98670  
## Pos Pred Value 0.95610 0.90497 0.80952 0.88345  
## Neg Pred Value 0.99314 0.99063 0.99263 0.98382  
## Prevalence 0.09952 0.10810 0.08357 0.10476  
## Detection Rate 0.09333 0.09976 0.07690 0.09024  
## Detection Prevalence 0.09762 0.11024 0.09500 0.10214  
## Balanced Accuracy 0.96652 0.95558 0.95024 0.92403

The model takes a long time to run - training this model took two hours! - but the end results show that it is highly accurate when predicting class labels. We can see that for both the training and test sets, the accuracy is slightly over 90 percent which, so far, are the best results we have seen.

## Support Vector Machines

Now, our attention will turn to SVMs. Since the data has already been processed, we will train the model.

# Run the model using Linear Kernel to classify the data. with CV = 3 (3  
# k-fold cross validatiion)  
  
svmTrain <- svm(label ~ ., data = titanictrainSet, type = "C", kernel = "linear",   
 cross = 3, probability = TRUE)

## Warning in svm.default(x, y, scale = scale, ..., na.action = na.action):  
## Variable(s) 'pixel51' and 'pixel58' and 'pixel59' and 'pixel81' and  
## 'pixel86' and 'pixel87' and 'pixel113' and 'pixel167' and 'pixel224' and  
## 'pixel251' and 'pixel336' and 'pixel337' and 'pixel363' and 'pixel364' and  
## 'pixel391' and 'pixel419' and 'pixel449' and 'pixel477' and 'pixel559' and  
## 'pixel561' and 'pixel588' and 'pixel589' and 'pixel615' and 'pixel616' and  
## 'pixel617' and 'pixel643' and 'pixel698' and 'pixel725' and 'pixel726' and  
## 'pixel753' and 'pixel761' and 'pixel778' and 'pixel779' constant. Cannot  
## scale data.

summary(svmTrain)

##   
## Call:  
## svm(formula = label ~ ., data = titanictrainSet, type = "C",   
## kernel = "linear", cross = 3, probability = TRUE)  
##   
##   
## Parameters:  
## SVM-Type: C-classification   
## SVM-Kernel: linear   
## cost: 1   
##   
## Number of Support Vectors: 2391  
##   
## ( 307 232 151 207 285 269 314 228 139 259 )  
##   
##   
## Number of Classes: 10   
##   
## Levels:   
## X0 X1 X2 X3 X4 X5 X6 X7 X8 X9  
##   
## 3-fold cross-validation on training data:  
##   
## Total Accuracy: 90.85714   
## Single Accuracies:  
## 90.64286 91.03571 90.89286

As we can see the SVM results has a higher degree of accuracy within the training set than what kNN showed originally. Now to run the test set on the model.

svmPred <- predict(svmTrain, titanictestSet, type = "prob")  
svmPred <- as.data.frame(svmPred)  
colnames(svmPred) <- "results"  
  
# Now, build the data frame to compare the results.  
svmResults <- titanictestSet %>% select(label) %>% bind\_cols(svmPred) %>% mutate(real = factor(as.character(str\_remove(label,   
 "X"))), prediction = factor(as.character(str\_remove(results, "X"))))  
  
confusionMatrix(svmResults$real, svmResults$prediction)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1 2 3 4 5 6 7 8 9  
## 0 385 0 1 0 1 3 5 0 4 3  
## 1 0 423 1 1 0 0 1 1 5 0  
## 2 2 3 402 5 9 4 10 3 9 7  
## 3 0 2 10 371 1 15 3 3 18 9  
## 4 1 1 5 0 354 1 2 2 3 14  
## 5 4 2 0 20 3 334 13 0 15 5  
## 6 3 0 4 0 3 6 392 0 1 1  
## 7 1 2 4 0 10 1 0 425 1 19  
## 8 2 2 6 23 4 12 6 0 341 3  
## 9 1 0 2 8 22 2 0 17 10 367  
##   
## Overall Statistics  
##   
## Accuracy : 0.9033   
## 95% CI : (0.894, 0.9121)  
## No Information Rate : 0.1074   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.8926   
##   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: 0 Class: 1 Class: 2 Class: 3 Class: 4 Class: 5  
## Sensitivity 0.96491 0.9724 0.92414 0.86682 0.86978 0.88360  
## Specificity 0.99553 0.9976 0.98619 0.98383 0.99235 0.98378  
## Pos Pred Value 0.95771 0.9792 0.88546 0.85880 0.92428 0.84343  
## Neg Pred Value 0.99631 0.9968 0.99119 0.98487 0.98611 0.98843  
## Prevalence 0.09500 0.1036 0.10357 0.10190 0.09690 0.09000  
## Detection Rate 0.09167 0.1007 0.09571 0.08833 0.08429 0.07952  
## Detection Prevalence 0.09571 0.1029 0.10810 0.10286 0.09119 0.09429  
## Balanced Accuracy 0.98022 0.9850 0.95516 0.92533 0.93107 0.93369  
## Class: 6 Class: 7 Class: 8 Class: 9  
## Sensitivity 0.90741 0.9424 0.83784 0.85748  
## Specificity 0.99522 0.9899 0.98471 0.98356  
## Pos Pred Value 0.95610 0.9179 0.85464 0.85548  
## Neg Pred Value 0.98945 0.9930 0.98264 0.98382  
## Prevalence 0.10286 0.1074 0.09690 0.10190  
## Detection Rate 0.09333 0.1012 0.08119 0.08738  
## Detection Prevalence 0.09762 0.1102 0.09500 0.10214  
## Balanced Accuracy 0.95132 0.9661 0.91127 0.92052

The model’s consistency is very impressive. It manages to also predict at a high accuracy.

## Random Forest

Let’s turn to the final model that we will work on: random forest.

x <- trainControl(method = "repeatedcv", number = 3, repeats = 3)  
rfTrain <- train(label ~ ., data = titanictrainSet, method = "rf", metric = "Accuracy",   
 trControl = x, type = "C")  
  
rfTrain

## Random Forest   
##   
## 8400 samples  
## 708 predictor  
## 10 classes: 'X0', 'X1', 'X2', 'X3', 'X4', 'X5', 'X6', 'X7', 'X8', 'X9'   
##   
## No pre-processing  
## Resampling: Cross-Validated (3 fold, repeated 3 times)   
## Summary of sample sizes: 5598, 5602, 5600, 5599, 5601, 5600, ...   
## Resampling results across tuning parameters:  
##   
## mtry Accuracy Kappa   
## 2 0.8709923 0.8563668  
## 37 0.9444041 0.9381774  
## 707 0.9178953 0.9087060  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was mtry = 37.

# With the given results, the train has a minimum accuracy on two variables  
# sampled, but may this increases once we reach 37.

Accuracy of 94.6 percent accuracy, is by far the superior model when comparing the three models we’ve built and the results according to the training set. But the most important thing is to compare the results of the testing set.

# Testing random forest model.  
rfPred <- predict(rfTrain, titanictestSet, type = "prob")  
rfPred <- as.data.frame(rfPred)  
  
rfPredictedValues <- data.frame(apply(rfPred, 1, which.max) - 1)  
colnames(rfPredictedValues) <- "results"  
  
# Random forest actual and predicted labels, and confusion matrix to  
# comparte the model's prediciton capabilities.  
rfResults <- titanictestSet %>% select(label) %>% bind\_cols(rfPredictedValues) %>%   
 mutate(real = factor(as.character(str\_remove(label, "X"))), prediction = factor(results))  
  
confusionMatrix(rfResults$real, rfResults$prediction)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1 2 3 4 5 6 7 8 9  
## 0 392 0 0 1 1 0 4 0 4 0  
## 1 0 425 1 1 0 1 1 1 2 0  
## 2 2 0 426 3 6 1 4 5 5 2  
## 3 0 1 9 402 2 5 0 4 4 5  
## 4 0 2 2 0 355 0 5 2 3 14  
## 5 3 1 0 8 1 373 7 1 0 2  
## 6 3 0 0 0 1 2 400 1 3 0  
## 7 0 2 9 0 3 0 0 434 1 14  
## 8 1 4 2 3 5 6 7 0 365 6  
## 9 3 2 3 8 8 3 0 6 7 389  
##   
## Overall Statistics  
##   
## Accuracy : 0.9431   
## 95% CI : (0.9357, 0.9499)  
## No Information Rate : 0.1081   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.9367   
##   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: 0 Class: 1 Class: 2 Class: 3 Class: 4 Class: 5  
## Sensitivity 0.97030 0.9725 0.9425 0.94366 0.92932 0.95396  
## Specificity 0.99737 0.9981 0.9925 0.99205 0.99267 0.99396  
## Pos Pred Value 0.97512 0.9838 0.9383 0.93056 0.92689 0.94192  
## Neg Pred Value 0.99684 0.9968 0.9931 0.99363 0.99293 0.99527  
## Prevalence 0.09619 0.1040 0.1076 0.10143 0.09095 0.09310  
## Detection Rate 0.09333 0.1012 0.1014 0.09571 0.08452 0.08881  
## Detection Prevalence 0.09571 0.1029 0.1081 0.10286 0.09119 0.09429  
## Balanced Accuracy 0.98383 0.9853 0.9675 0.96786 0.96099 0.97396  
## Class: 6 Class: 7 Class: 8 Class: 9  
## Sensitivity 0.93458 0.9559 0.92640 0.90046  
## Specificity 0.99735 0.9923 0.99107 0.98938  
## Pos Pred Value 0.97561 0.9374 0.91479 0.90676  
## Neg Pred Value 0.99261 0.9946 0.99237 0.98860  
## Prevalence 0.10190 0.1081 0.09381 0.10286  
## Detection Rate 0.09524 0.1033 0.08690 0.09262  
## Detection Prevalence 0.09762 0.1102 0.09500 0.10214  
## Balanced Accuracy 0.96596 0.9741 0.95873 0.94492

So results are on par with what was expected: 94.7 percent accuracy, by far the best out of these three models.

# Conclusion based on the above results :

The Models tested presented very high degrees of accuracy, (over 90 percent of the time). However, points to remember is a)The size of the data is immense, we had to cut corners. b) We dismissed using the original test set as it did not have class labels, which we would’ve only been able to actually test in Kaggle. 3) In consideration to this, training dataset was used. And additionally, considering the size of this dataset(was over 40,000 records long), we were working with 30 percent of this - with all observations chosen at random. Since this was done prior to any splitting into a new training and testing set, there is no chance for observations to appear in both sets. Also, what’s concerning is that maybe this would probably cause the models to overfit because of the limited size of the training sample. This could be ammended by using a larger set and adding more computing power. However to conclude, the results we got ’re satisfying and merit additional investigation towards finer parameter tuning and slowly add more observations to the training set to generate the best model.