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- 이하 과제 작성

**1번문제**

빅데이터 시대의 데이터과학의 발전의 요인은 여러가지가 있다. 요인들을 크게 임의로 정리해보면 1번째 데이터를 수집할 수 있으며, 2번째 데이터를 가공할 수 있으며, 3번째 데이터를 활용할 수 있다. 수집, 가공, 활용적인 측면에서 기존의 경우 항상 한가지씩은 부족한 면이 있었기에 발전할 수 없었다. 그러나 시간이 지나서 모든 부분에서 발전이 있었기에 데이터 과학은 더욱이 발전하게 될 수 있었다.

데이터 수집의 발전은 그 중에서 가장 원초적으로 중요한 기술이라고 할 수 있다. 가공 기술과 활용 기술의 경우에도 결국 데이터가 있어야 할 수 있기 때문이다. 생각보다 AI기술들은 오래되었다. 머신러닝의 모태가 되는 퍼셉트론의 경우 1957년 코넬 항공 연구소에서 개발되었으니 오히려 역사로만 따지면 활용기술들은 결코 최근 기술이 아니라고 할 수 있다.

문제는 데이터의 수집과 가공이였다. 데이터는 단순히 많다고 좋은 것이 아니라 실제 서비스에 사용될 수 있는 구조적 데이터(정형 데이터)가 중요하다. 과거에는 이 정형데이터를 만드는데 비용이 너무 많이 들었다. 비용이 많이 들은 이유는 정형데이터의 경우 처음부터 정형화된 방법으로 데이터를 수집하거나(조사 연구, 실험 등) 다량의 비정형 데이터를 정형화 시켜야하는데 막대한 빅데이터를 정형화 시키는 일도 쉽지 않았다. 또한 설령 기존의 방법들로 해결하려고 해도 많은 시간들이 걸리는 작업이였고 세상이 빠르게 변하는 현대에서 사용자의 니즈에 즉각적으로 반응하기에는 부족한 점이 많았다.

하지만 현대에 이 문제들을 해결할 수 있게 되었다. 먼저 가공 기술들의 변화이다. 2006년에 하둡이 등장하면서 빅데이터들을 어떻게 분산 스토리지에 저장하여 사용할 수 있을지에 대한 방법이 제시 되었고 여러 하둡 에코시스템과 스파크의 등장으로 가공기술들은 비약적인 발전을 이룩하게 된다. 가공 기술들이 발전되었고 활용 기술은 그전부터 있었으므로 이제는 많은 정형 데이터를 저렴한 비용과 시간으로 얻을 수 있느냐는 것만 남게 되었다. 이는 시간이 지나면서 생각보다 쉽게 해결되었는데 IT기업들이 늘어나고 플랫폼 기술들의 상용화가 지속되면서 실시간 생성 데이터와 로그성 데이터들이 비약적으로 쌓이기 시작하였다. 사람들의 로그인 정보를 바탕으로 해서 SNS데이터들, 클라우드에 올라간 사진들을 비롯하여 사실상 모든 사람들이 들고 다니는 스마트폰의 GPS와 카드 사용내역들의 데이터가 쏟아졌다. 또한 IoT의 발전으로 챗봇 등의 대화 내역, 자동차나 운동기구들의 움직임 역시 확보할 수 있게 되었다. 과거에는 데이터를 얻기 위해서 여론조사나 실험들을 통하여 통제된 정형화된 데이터만 얻을 수 있었다면 현재는 이러한 비정형 시계열 데이터들을 확보할 수 있게 되었다. 현재 까지도 인간이 상상할 수 있는 대부부분의 방법으로 데이터를 수집하고 있다. 골프채 내부에도 가속도 센서가 들어가며 로봇 수술기구에도 동작 센서들로 데이터를 수집하고 있다. 물론 아직 도입 안한 분야들이 있겠지만 이러한 부분 역시 빠른 시간내에 매워질 것은 자명하다. 이러한 변화가 현재 빅데이터 시대에 데이터 과학이 한걸음 더 발전할 수 있게 되는 밑 바탕이 되었다.

데이터 수집의 미래에 대해서 확실히 나아갈 것 같은 부분은 “가상 비정형 데이터의 생성”이 있다고 생각한다. 기존에는 비정형 데이터를 수집했지만 앞으로는 비정형 데이터자체를 임의로 만들어 낼 수 있을 것이라고 예측해본다. 사회 조사 및 실험에서 아쉬운 점은 실세계에서 테스트 해볼 수 없는 일들이 아주 많다는 것이다. 가령 현재 상태에서 금리를 올리게 나은지, 아니면 금리를 내리는게 나은지는 실제로 해보기 전까지 알 수 없다. 그래서 인류는 항상 한가지 선택을 해왔다. 물론 긴 역사에서 두 사례가 다 존재하는 경우가 없는 것은 아니나 각 상황에 적용되는 요소(Factor)가 다르기에 일반화시키기가 쉽지 않다. 또한 역사를 관찰할 경우 과거의 생활상을 파악하는게 여간 어려운게 아니다. 그래서 과거의 인구나 물가 등을 추론하는 것은 쉽지 않다. 이러한 한계를 해결하기위해서 가상 세계를 만들고 거기서 시뮬레이션해서 비정형데이터를 추출하는 기술이 발전할 것으로 예상된다. 실제 메타버스의 가장 중요한 화두중의 하나가 베타버스 데이터 수집으로 이를 통하여 인류의 데이터과학의 미래가 한층 더 발전해 나갈 것으로 예상된다.

**2번문제**

**모수적 모형 접근방법**

해당 방법은 입력값 x와 출력값 y가 주어졌을 때 해당 식을 y = a\*x + b꼴과 같이 모수(Parameter)와 관련된 식을 나타내어서 a, b를 찾는 방법을 모수적 모형 접근방법이라고 한다.

이때 모수들을 찾는 방법은 과거 데이터로부터 적합한 값들을 이용해서 찾는데 대표적인 방법으로는 최소 자승법과 최대우도 추정법등이 있다. 최소 자승법은 다른 말로는 최소 제곱법으로 실제 y값에 예상된 y값(a\*x + b)의 오차의 제곱합이 최소가 되는 해를 찾는 방법이 최소 제곱법이다. 최대 우도 추정법의 경우 우도(표본의 값이 등장할 확률)의 최대값을 구하는 것으로 나타낸다.

모형으로는 선형 회귀 모형과 로지스틱 회귀 모형이 존재한다. 선형 회귀 모형은 y = a\*x + b꼴로 직선으로 나타내며 -무한과 무한 사이의 값을 가지며 로지스틱 회귀 모형은 y = 1/(1+e^(-μ))로 나타내며 0과 1사이의 값을 가진다.

모수적 모형 접근방법의 경우 보다시피 단일 함수로 되어 있기에 데이터가 갖추어 져 있을 때 제일 먼저 시도해 볼 수 있는 방법이며 결과 역시 간단하게 나오기에 사용하기 쉽다. 복잡성이 높지 않거나 변수끼리의 상관관계가 명확하다면 시도해보기 좋은 방법이다.

반면 가정을 하기 힘들거나 식에 맞지 않는 데이터라면, 혹은 변수끼리의 상관관계가 명확하지 않다면 시도하기 힘들며 설령 시도하더라도 산출된 데이터가 정확도나 성능이 낮게 나올 수 있다.

**알고리즘 접근방법**

비모수적 접근방법이라고도 하며 입력값 x와 출력값 y가 주어졌을 때 해당 관계를 알기 어려운 상황에서 사용되는 방법들을 총칭해서 말한다. 즉 중간에 사용하는 모수들을 알수 없다. 모수들을 알 수 없기 때문에 중간에는 특정 알고리즘, 즉 모델들을 사용하여 값을 추론하게 된다. 이 때 알고리즘에 의해서 데이터를 학습하게 된다. 기존의 x의 값에 y라는 값들이 나왔다고 가정하면 새로운 x1의 값이 들어갔을 때는 y1이 나올거라고 예상하는 것이다.

해당 알고리즘 접근 방법으로는 의사 결정 트리나 신경망, 랜덤 포레스트등의 기법들이 사용되며 중간중간에는 모수적 모형 접근방법이 동원될 수도 있다.

알고리즘 접근방법에서는 데이터 복잡성이 높아도 사용 가능 하다는 장점이 있다. 다만 알고리즘에 기반해서 분석하기에 알고리즘 자체가 틀린다면 완전 잘못된 값을 도출될 수 있다. 또한 학습 데이터가 실제 세계의 방식과 똑같을 거라고 잘못 가정하는 과적합문제가 발생할 수 있다.

**3번문제**