# 服务器规划

## 硬件规划

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 虚IP | 真实IP | 主机名 | 部署软件 | 端口 | 备注 |
|  | 192.168.56.102 | leo.dis1 | ZooKeeper  MySQL-M  Dubbo-admin  service-user | 22  3306  8080  2181  2888  3888  20880 |  |
| 192.168.56.101 | 192.168.56.103 | leo.dis2 | KeepAlived  Nginx  Tomcat  MySQL-S | 22  88  8080  3306 |  |
| 192.168.56.104 | leo.dis3 | KeepAlived  Nginx  Tomcat  Redis | 22  88  8080  6379 |  |
|  | 192.168.56.105 | leo.dis4 | Docker |  |  |
|  | 192.168.56.106 | leo.dis5 | Redis集群 | 7001、7002、7003  8001、8002、8003 |  |

## 软规划

OS：CentOS6.8

JDK：8u131（默认）、7u80

Nginx：1.13.1

Tomcat：7.0.78

Keepalived：1.3.5

Redis：3.2.9

Dubbo-Admin：2.5.3

## 执行命令

关闭公共防火墙。

重启虚拟机之后，MySQL的主从配置会出现问题，需要重配：

102：mysql -uroot -pMyNewPwd4!

show master status;

记住File、Position

103：mysql –uroot -p MyNewPwd4!

stop slave;

change master to master\_host='192.168.56.102',master\_user='repl',master\_password='MyNewPwd4!',master\_log\_file='mysql-bin.000024', master\_log\_pos=154;

start slave;

show slave status \G;

#应该会出现以下配置

Slave\_IO\_Running=Yes

Slave\_SQL\_Running=Yes#之前我出现的问题就在这里，总是No

启动MySQL Router

cd /usr/local/mysqlrouter/bin

./mysqlrouter -c /usr/local/mysqlrouter/etc/mysqlrouter.conf &

查看

netstat -tunlp|grep mysqlrouter

102：cd project/service/user/

./service-user.sh start

103：cd tomcat7/bin

./catalina.sh run

104：cd tomcat7/bin

./catalina.sh run

Docker

docker images

docker ps –a

http://192.168.56.105:8864

## 访问地址

Dubbo：<http://192.168.56.102:8080>

网页：<http://192.168.56.101:88/easyui/eui/demo/datagrid/users.html>