Problem 1

a. Write R codes to solve the OC-SVM problem using the ‘quadprog’ package from R. We will use class 1 of ‘pb2.txt’ as our training set.

Here our algorithm is : 1) read the txt data file by ‘read.delim’ ; 2) partition the dataset into training and test parts (‘trainx’ and ‘testx’); 3) define the gaussian kernel function; 4) compute vectors and matrices required in ‘solve.QP’.

Step1: read the dataset and put it in ‘data’.

> library(quadprog)

> library(psych)

> data=read.delim(file.choose(),header=FALSE, sep="")

Step2: partition the dataset into training and test parts (‘trainx’ and ‘testx’).

> #partition data into training and test parts

> train=data[data[1]==1,]

> trainx=train[,-1]

> trainy=train[,1]

> test=data[data[1]==2,]

> testx=test[,-1]

> testy=test[,1]

> n=dim(trainx)[1] # the total number of training set

Step3: define the kernel function with three inputs (xi and xj are two observations, and sigma) and return the value of inner production of two observations.

> C=0.1 # set the penalty cost factor

> sigma=1 # set the width factor of gaussian kernel

> kern=function(xi,xj,sigma){

+ #three input

+ exp(-(dist(rbind(xi,xj))[1])^2/sigma^2)

+ }

Step4: formulate the Dmat matrix denoted by ‘H\_matrix’, the Amat matrix, and the dvec, bvec (‘b0’) vectors as below.

> #formulate H matrix

> H\_matrix=matrix(0,n,n)

> for (i in 1:n){

+ for (j in 1:n){

+ H\_matrix[i,j]=kern(trainx[i,],trainx[j,],sigma)}

+ }

> #formulate d vector

> dvec=as.vector(array(0,n))

> #formulate A matrix

> Amat=t((rbind(t(trainy),diag(n),-diag(n))))

> #formulate b0 vector

> b0=rbind(1,matrix(0,n),C\*matrix(-1,n))

Input all vectors and matrices required and output the results of alpha as below.

> alpha=solve.QP(H\_matrix,dvec,Amat,bvec=b0)$solution

> sum(alpha)

[1] 1

> alpha

[1] 0.03349411 0.03327106 0.03063813 0.03349411 0.03349411 0.03349411 0.02950052 0.03349411 0.03349411

[10] 0.03304521 0.03349409 0.03349411 0.01980848 0.03171078 0.03131701 0.02950100 0.03349411 0.03340931

[19] 0.03349384 0.03342742 0.03349411 0.03349411 0.03349411 0.03349313 0.03332841 0.03327097 0.02591747

[28] 0.03340998 0.03340978 0.03349411 0.03262404

b. Evaluate the performance of OC-SVM on the class 2 test set.

The procedures are 1) compute the average support vector p; 2) define the prediction function; 3) input the test dataset and obtain the prediction on it.

Step1: compute the average support vector ‘p’ as below.

> #compute the average support vector p

> p=sum(H\_matrix %\*% as.matrix(alpha))/n # use vectorization, not loop

Step2: define the prediction function with four inputs where ‘xnew’ means the new test observation, ‘trainx’ means the training datset, ‘alpha’ means the solution alpha vector and ‘p’ denotes the average support vector computed above.

> #define the prediction function

> pred=function(xnew,trainx,alpha,p){

+ kvec=rep(0,dim(trainx)[1])

+ for(i in 1:dim(trainx)[1]){

+ kvec[i]=kern(xnew,trainx[i,],sigma)

+ }

+ f=sign((t(alpha)%\*%kvec)[1]-p)

+ return(f)

+ }

Step3: input the test dataset and obtain the test accuracy with 100% as below.

> #test the predictive accuracy

> t2=0 # for test accuracy

> for (i in 1:dim(testx)[1]){

+ if(pred(testx[i,],trainx,alpha,p)!=1){

+ t2=t2+1

+ }

+ }

> cat("test accuracy(%):",(t2/dim(testx)[1])\*100)

test accuracy(%): 100

Problem 2

a. Write a R function to obtain the update inverse matrix .

Define a function ‘Hn\_inv’ to updata the inverse of Hn with three inputs where ‘hn\_1\_inv’ means the inverse of Hn-1 at the (n-1)th iteration, ‘data’ means the training dataset, ‘xn’ means a new observation. The function will return the inverse of Hn.

> #define a function to update the inverse of Hn matrix

> Hn\_inv=function(hn\_1\_inv,data,xn){

# three inputs: the inverse of Hn-1,(n-1)iteration data,new sample Xn

+ d=dim(data)[1] # the number of observation

+ delta\_n=matrix(0,d) # column vector delta\_n={k(xn,xi)}

+ for (i in 1:d){

+ delta\_n[i]=k(xn,data[i,],sigma)

+ }

+ delta\_nn=k(xn,xn,sigma) # the scalar delta\_nn by xn itself

+ an=hn\_1\_inv %\*% as.matrix(delta\_n) # (n-1)\*1 vector an

+ rn=delta\_nn+(1/(2\*C))-(t(delta\_n) %\*% an)[1]

+ hn\_inv=(1/rn)\*rbind(cbind(rn\*hn\_1\_inv+an %\*% t(an),-an),cbind(-t(an),1))

+ return(hn\_inv)

+ }

Then, we can test the function above by the following codes:1) read the ‘charlie’ dataset and partition it into training set ‘trainx’ and test set ‘testx’; 2) define the kernel function; 3) initialize the parameters ‘C’ and ‘sigma’ and test the function by computing the inverses of H1~H4.

Step1: read the ‘charlie’ dataset and partition it into training set ‘trainx’ and test set ‘testx’.

> #read the dataset

> charlie=read.csv(file.choose(),header=T)

> data=charlie[,c("Data","x1","x2","x3","x4")]

> #partition data into training and test sets

> train=data[data["Data"]=='Original',]

> trainx=train[,-1] # the training set we will use

> trainy=train[,1]

> test=data[data["Data"]=='New',]

> testx=test[,-1] # the test set we will use

> testy=test[,1]

Step2: define the kernel function.

> # define the kernel function

> k=function(xi,xj,sigma){

+ #three input

+ exp(-(dist(rbind(xi,xj))[1])^2/sigma^2)

+ }

Step3: initialize the parameters ‘C’ and ‘sigma’ and test the function by computing the inverses of H1~H4.

> C=0.01 # the penalty factor

> sigma=10 # the parameter of Gaussian Kernel

>

> h1=k(trainx[1,],trainx[1,],sigma)+1/(2\*C)

> h1\_inv=solve(h1) # the inverse of H1

> #a loop for computing the inverse of Hn

> hn\_1\_inv=h1\_inv # the inverse of H1

> n=4 # assum the number of observation=4

> for (i in 1:n){

+ cat("n=",i,",","inverse","of","H",i,"=","\n")

+ print(hn\_1\_inv)

+ hn\_inv=Hn\_inv(hn\_1\_inv,trainx[1:i,],trainx[i+1,])

+ hn\_1\_inv=hn\_inv

+ }

n= 1 , inverse of H 1 =

[,1]

[1,] 0.01960784

n= 2 , inverse of H 2 =

[,1] [,2]

[1,] 0.0196127355 -0.0003097634

[2,] -0.0003097634 0.0196127355

n= 3 , inverse of H 3 =

[,1] [,2] [,3]

[1,] 0.0196189860 -0.0003034942 -0.0003501955

[2,] -0.0003034942 0.0196190235 -0.0003512452

[3,] -0.0003501955 -0.0003512452 0.0196205795

n= 4 , inverse of H 4 =

[,1] [,2] [,3] [,4]

[1,] 0.0196225563 -0.0002987883 -0.0003456218 -0.0002646959

[2,] -0.0002987883 0.0196252263 -0.0003452167 -0.0003488910

[3,] -0.0003456218 -0.0003452167 0.0196264386 -0.0003390843

[4,] -0.0002646959 -0.0003488910 -0.0003390843 0.0196240091

b. Compare the training times (in sec) between the recursive and direct algorithms.

For the recursive method, we record the runtimes of computing the inverses of H2~H20 through ‘Sys.time()’. We use a ‘for’ loop to compute these inverses of matrices through the defined function ‘Hn\_inv( )’ above. The results are shown as below.

> # iterative method

> hn\_1\_inv=h1\_inv # inverse of H1

> N=19 # assume we have 19 observations

> t1=rep(0,N) # record runtimes

> start\_time1 = Sys.time()

> for (i in 1:N){

+ hn\_inv=Hn\_inv(hn\_1\_inv,trainx[1:i,],trainx[i+1,])

+ hn\_1\_inv=hn\_inv

+ t1[i]=Sys.time()-start\_time1

+ cat("iterative method timing:","H",i+1,",",Sys.time()-start\_time1, "seconds","\n")

+ }

iterative method timing: H 2 , 0.149009 seconds

iterative method timing: H 3 , 0.159009 seconds

iterative method timing: H 4 , 0.17101 seconds

iterative method timing: H 5 , 0.1880112 seconds

iterative method timing: H 6 , 0.2050121 seconds

iterative method timing: H 7 , 0.2260132 seconds

iterative method timing: H 8 , 0.2490141 seconds

iterative method timing: H 9 , 0.2750161 seconds

iterative method timing: H 10 , 0.304018 seconds

iterative method timing: H 11 , 0.33902 seconds

iterative method timing: H 12 , 0.374022 seconds

iterative method timing: H 13 , 0.4110241 seconds

iterative method timing: H 14 , 0.4480262 seconds

iterative method timing: H 15 , 0.4900281 seconds

iterative method timing: H 16 , 0.5350311 seconds

iterative method timing: H 17 , 0.5820341 seconds

iterative method timing: H 18 , 0.6340361 seconds

iterative method timing: H 19 , 0.6960402 seconds

iterative method timing: H 20 , 0.7540431 seconds

Similarly, for the direct method, we define a function ‘Hn’ to obtain Hn and use ‘inv( )’ to obtain its inverse. Then, we also use a ‘for’ loop to compute the inverses of H2~H20 and record the runtimes as below.

Define the function ‘Hn’ with only an input (‘data’ means observations) and return the Hn matrix.

> # direct approach

> #define a function of computing Hn directly

> Hn=function(data){

+ d=dim(data)[1] # the number of observation

+ Km=matrix(0,d,d) # K matrix named as Km

+ I=diag(d) # d dimensions identity matrix

+ for (i in 1:d){

+ for (j in 1:d) {

+ Km[i,j]=k(data[i,],data[j,],sigma)}

+ }

+ hn=Km+(1/(2\*C))\*I # compute the matrix Hn

+ return (hn)

+ }

Use a ‘for’ loop to compute the inverses of H2~H20 and record the runtimes as below.

> N=19 # assume we have 19 observations

> t2=rep(0,N) # record runtimes for direct method

> start\_time2 = Sys.time()

> for (i in 1:N){

+ hn\_inv=inv(Hn(trainx[1:(i+1),]))

+ t2[i]=Sys.time()-start\_time2

+ cat("direct approach timing:","H",i+1,",",Sys.time()-start\_time2,"seconds","\n")

+ }

direct approach timing: H 2 , 0.194011 seconds

direct approach timing: H 3 , 0.248014 seconds

direct approach timing: H 4 , 0.3040168 seconds

direct approach timing: H 5 , 0.3860219 seconds

direct approach timing: H 6 , 0.5030289 seconds

direct approach timing: H 7 , 0.660038 seconds

direct approach timing: H 8 , 0.8550489 seconds

direct approach timing: H 9 , 1.091062 seconds

direct approach timing: H 10 , 1.432082 seconds

direct approach timing: H 11 , 1.787102 seconds

direct approach timing: H 12 , 2.183125 seconds

direct approach timing: H 13 , 2.63115 seconds

direct approach timing: H 14 , 3.160181 seconds

direct approach timing: H 15 , 3.718212 seconds

direct approach timing: H 16 , 4.305246 seconds

direct approach timing: H 17 , 5.001286 seconds

direct approach timing: H 18 , 5.608321 seconds

direct approach timing: H 19 , 6.325362 seconds

direct approach timing: H 20 , 7.099406 seconds

Compare and plot the runtimes of two methods as below. We can observe that the recursive (iterative) method works faster than the direct method all the time.

> x <- rep(1:N) # the number of iterations

> plot(x,t2,type="l",col="blue",xlab="the number of iterations",

+ ylab="Runtime (s)", main="Runtime of the direct and iterative methods")

> #Add more data to the plot

> lines(x,t1,col="red") #add runtimes of iterative method

> legend(x=1,y=7,c("direct method","iterative method"),cex=1.1,

+ col=c("blue","red"),lty=c(1,1)) #add legend

![](data:image/png;base64,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)

c. Write a R function to obtain the updated solution

We define the function alpha1 (hn\_inv, data) with two inputs ( and n observations) and a return a value (the vector shown as ‘alpha’). Note that ‘kj’ means the vector, ‘e’ denotes vector.

> #define a function to compute alpha1 vector

> alpha1=function(hn\_inv,data){

+ # two inputs: the inverse of Hn and n observations

+ d=dim(data)[1] # the number of observation

+ e=rep(1,d) # n\*1 column vector

+ kj=rep(0,d) # n\*1, kn vector

+ for(i in 1:d){

+ kj[i]=k(data[i,],data[i,],sigma)

+ }

+ p1=2-t(e) %\*% hn\_inv %\*% kj

+ p2=t(e) %\*% hn\_inv %\*% e

+ alpha=0.5\*hn\_inv %\*% (kj + (p1[1]/p2[1])\*e)

+ return (alpha)

+ }

After defining the function alpha1 (hn\_inv, data), we can test it by inputting shown by ‘hn\_1\_inv’ at first and compute the vector named as ‘alpha\_n’ in a loop as below.

> hn\_1\_inv=h1\_inv # the inverse of Hn-1 starts from H1

> N=4 # assume we have 4 observations

> for (i in 1:N){

+ alpha\_n=alpha1(hn\_1\_inv,trainx[1:i,])

+ hn\_inv=Hn\_inv(hn\_1\_inv,trainx[1:i,],trainx[i+1,])

+ hn\_1\_inv=hn\_inv

+ cat("n=",i,",","alpha=","\n",alpha\_n,"\n")

+ }

n= 1 , alpha=

1

n= 2 , alpha=

0.5 0.5

n= 3 , alpha=

0.3336099 0.3335921 0.332798

n= 4 , alpha=

0.2508047 0.2497175 0.2492375 0.2502403

d. Apply your function to the set obtained with the first row and add sequentially the next 6 rows. Check that your code work correctly by comparing the ***α*** obtained using the recursive updates (i.e. ***α***2, ***α***3, ***α***4, ***α***5, ***α***6, ***α***7) to the actual ***α***’s using the direct approach (***α***2, ***α***3, ***α***4, ***α***5, ***α***6, ***α***7).

For the iterative method, we use a loop to compute both ‘alpha\_n’ and ‘hn\_inv’ in the iterative fashion. Assume we compute α1~ α7 shown as below.

> # iterative method

> hn\_1\_inv=h1\_inv # inverse of H1

> N=7 # add 7 observations sequentially

> for (i in 1:N) {

+ alpha\_n=alpha1(hn\_1\_inv,trainx[1:i,])

+ hn\_inv=Hn\_inv(hn\_1\_inv,trainx[1:i,],trainx[i+1,])

+ hn\_1\_inv=hn\_inv

+ cat("iterative method:n=",i,",","alpha=","\n",alpha\_n,"\n")

+ }

iterative method:n= 1 , alpha=

1

iterative method:n= 2 , alpha=

0.5 0.5

iterative method:n= 3 , alpha=

0.3336099 0.3335921 0.332798

iterative method:n= 4 , alpha=

0.2508047 0.2497175 0.2492375 0.2502403

iterative method:n= 5 , alpha=

0.2011741 0.1994352 0.1991807 0.1994354 0.2007746

iterative method:n= 6 , alpha=

0.1659874 0.1656548 0.1650548 0.1660808 0.1674513 0.1697709

iterative method:n= 7 , alpha=

0.1423895 0.1419132 0.1412181 0.1422339 0.1438585 0.1464801 0.1419066

Similarly, for the direct method, we use ‘Hn’ and ‘alpha1’ functions to compute ***α***2~ ***α***7 directly through a ‘for’ loop as below.

> # direct approach

> hn\_inv=h1\_inv # the inverse of Hn-1 starts from the inverse of H1

> N=7 # assume we have 7 observations

> for (i in 1:N){

+ alpha\_n=alpha1(hn\_inv,trainx[1:i,])

+ hn\_inv=inv(Hn(trainx[1:(i+1),]))

+ cat("direct method:n=",i,",","alpha=","\n",alpha\_n,"\n")

+ }

direct method:n= 1 , alpha=

1

direct method:n= 2 , alpha=

0.5 0.5

direct method:n= 3 , alpha=

0.33361 0.3335921 0.3327979

direct method:n= 4 , alpha=

0.2508047 0.2497175 0.2492375 0.2502403

direct method:n= 5 , alpha=

0.2011742 0.1994352 0.1991806 0.1994354 0.2007747

direct method:n= 6 , alpha=

0.1659872 0.1656548 0.1650547 0.1660809 0.1674514 0.1697709

direct method:n= 7 , alpha=

0.1423895 0.1419133 0.1412182 0.1422338 0.1438586 0.1464801 0.1419065

Therefore, we can see the results of the vector of both the iterative and direct methods are same.

e. Use your results from (c) to sequentially update the radius and *dz*. Check sequentially if the next 7 rows are targets or outliers by comparing *d***x***n* to . If an observation is an outlier, remove it from the training set. If it is a target, add it to the training set.

Our steps can be : (1) define the function R2(alpha\_n, train) with two inputs (the vector and the training dataset) and an output (the radius ) named as ‘r2’; (2) define the function DZ (alpha\_n,train,test) with three inputs (the vector, the training dataset and a new test vector) and an output dz value named as ‘dz’; (3) use a loop to check and .

Step (1) defines the function R2(alpha\_n, train) with two inputs (the vector and the training dataset) and an output (the radius ) named as ‘r2’.

> # compute R2 from the training dataset

> R2=function(alpha\_n,train){

+ # R2 consists of three average parts:ap1,ap2,ap3

+ d=dim(train)[1]

+ ap1=0

+ ap2=0

+ ap3=0

+ for (i in 1:d){

+ ap1=ap1+k(train[i,],train[i,],sigma) }

+

+ for (i in 1:d){

+ for (j in 1:d){

+ ap2=ap2+2\*alpha\_n[j]\*k(train[i,],train[j,],sigma) }

+ }

+ for( i in 1:d){

+ for (j in 1:d){

+ ap3=ap3+alpha\_n[i]\*alpha\_n[j]\*k(train[i,],train[j,],sigma) }

+ }

+ r2=(ap1-ap2)/d+ap3

+ return(r2)

+ }

Step (2) defines the function DZ (alpha\_n,train,test) with three inputs (the vector, the training dataset and a new test vector) and an output dz value named as ‘dz’.

> #compute dz of a test dataset

> DZ=function(alpha\_n,train,test){

+ # assume dz consists of three parts:p1,p2,p3

+ d=dim(train)[1]

+ p1=k(test,test,sigma)

+ p2=0

+ p3=0

+ for (i in 1:d){

+ p2=p2+2\*alpha\_n[i]\*k(test,train[i,],sigma)}

+ for (i in 1:d){

+ for(j in 1:d){

+ p3=p3+alpha\_n[i]\*alpha\_n[j]\*k(train[i,],train[j,],sigma) }

+ }

+ dz=p1-p2+p3

+ return(dz)

+ }

Step (3) uses a loop to check and in an iterative fashion. Assume we have a first set with 7 observations and the next new 7 observations.

For the first set, we sequentially update and dz as below.

> C=0.01

> sigma=10

> tn1=7

> hn\_1\_inv=h1\_inv # the inverse of Hn-1 starts from the inverse of H1

> for (i in 1:tn1){

+ alpha\_n=alpha1(hn\_1\_inv,trainx[1:i,])

+ r2=R2(alpha\_n,trainx[1:i,])

+ dz=DZ(alpha\_n,trainx[1:i,],trainx[(i+1),])

+ hn\_inv=Hn\_inv(hn\_1\_inv,trainx[1:i,],trainx[(i+1),])

+ hn\_1\_inv=hn\_inv

+ cat("n=",i,"\n","R2=",r2,"\n","dz=",dz,"\n")

+ }

n= 1

R2= 0

dz= 0.3890128

n= 2

R2= 0.09725319

dz= 0.05068737

n= 3

R2= 0.07609933

dz= 0.2159493

n= 4

R2= 0.0975555

dz= 0.3241374

n= 5

R2= 0.1298884

dz= 0.7589654

n= 6

R2= 0.2137611

dz= 0.1429457

n= 7

R2= 0.2005882

dz= 0.3080146

For the next 7 new rows, we check them iteratively as below.

> #check the next 7 rows

> tn2=14

> hn\_1\_inv=h1\_inv # the inverse of Hn-1 starts H1

> for (i in 1:tn2){

+ alpha\_n=alpha1(hn\_1\_inv,trainx[1:i,]) # iterative alpha\_n

+ r2=R2(alpha\_n,trainx[1:i,]) # iterative R2 (n)

+ dz=DZ(alpha\_n,trainx[1:i,],trainx[1:(i+1),]) # dz of test vector xn

+ hn\_inv=Hn\_inv(hn\_1\_inv,trainx[1:i,],trainx[(i+1),])

+ hn\_1\_inv=hn\_inv

+ if (i>6){ #predict the next 7 rows

+ cat("n=",i,"\n","R2=",r2,"\n","dz=",dz,"\n")

+ if (dz<=r2){

+ print("It's a target")}

+ else {

+ print("It's an outlier")}

+ }

+ }

n= 7

R2= 0.2005882

dz= -0.00800355

[1] "It's a target"

n= 8

R2= 0.2092869

dz= -0.0165703

[1] "It's a target"

n= 9

R2= 0.189696

dz= 0.002581427

[1] "It's a target"

n= 10

R2= 0.1847253

dz= 0.007651512

[1] "It's a target"

n= 11

R2= 0.1726818

dz= 0.01941209

[1] "It's a target"

n= 12

R2= 0.1857478

dz= 0.00638475

[1] "It's a target"

n= 13

R2= 0.1918417

dz= 0.0003574698

[1] "It's a target"

n= 14

R2= 0.1820956

dz= 0.009911494

[1] "It's a target"

Problem 3

a. Starting with the first row, add sequentially the next 9 rows and use your updating codes from problem 2 to obtain **.**

Here we use the function ‘Hn\_inv’ we define in problem 2 to compute iteratively as below.

> # iterative method

> h1=k(trainx[1,],trainx[1,],sigma)+1/(2\*C)

> h1\_inv=solve(h1) # the inverse of H1

> hn\_1\_inv=h1\_inv # the inverse of Hn-1 starts from H1

> N=9 # add 9 observations sequentially

> for (i in 1:N){

+ hn\_inv=Hn\_inv(hn\_1\_inv,trainx[1:i,],trainx[i+1,])

+ hn\_1\_inv=hn\_inv

+ }

> cat("iterative method:","inverse of H10=","\n")

> print(hn\_inv)

iterative method: inverse of H10=

[,1] [,2] [,3] [,4] [,5] [,6] [,7]

[1,] 9.146083e-01 4.463202e-07 -3.130743e-04 2.020667e-08 -1.328664e-11 -2.901629e-07 1.293478e-05

[2,] 4.463202e-07 9.091267e-01 1.512084e-03 -8.582908e-04 5.612921e-07 -2.902188e-13 2.050644e-05

[3,] -3.130743e-04 1.512084e-03 1.019688e+00 -6.245380e-05 4.105073e-08 9.596104e-11 -3.221944e-02

[4,] 2.020667e-08 -8.582908e-04 -6.245380e-05 9.090922e-01 -5.987784e-04 -6.368099e-15 -2.487222e-04

[5,] -1.328664e-11 5.612921e-07 4.105073e-08 -5.987784e-04 9.090913e-01 4.188040e-18 1.638230e-07

[6,] -2.901629e-07 -2.902188e-13 9.596104e-11 -6.368099e-15 4.188040e-18 9.090909e-01 -4.474992e-12

[7,] 1.293478e-05 2.050644e-05 -3.221944e-02 -2.487222e-04 1.638230e-07 -4.474992e-12 9.104777e-01

[8,] 1.644303e-05 -9.305774e-08 2.069029e-07 8.259175e-11 -5.400108e-14 3.751424e-11 4.976556e-09

[9,] -4.929922e-05 -5.954581e-03 -3.336280e-01 1.427357e-05 -9.352936e-09 4.068011e-11 -7.770354e-03

[10,] -7.103591e-02 7.013177e-07 4.096929e-05 -1.780085e-09 1.166629e-12 -1.610427e-07 8.344960e-07

[,8] [,9] [,10]

[1,] 1.644303e-05 -4.929922e-05 -7.103591e-02

[2,] -9.305774e-08 -5.954581e-03 7.013177e-07

[3,] 2.069029e-07 -3.336280e-01 4.096929e-05

[4,] 8.259175e-11 1.427357e-05 -1.780085e-09

[5,] -5.400108e-14 -9.352936e-09 1.166629e-12

[6,] 3.751424e-11 4.068011e-11 -1.610427e-07

[7,] 4.976556e-09 -7.770354e-03 8.344960e-07

[8,] 9.090910e-01 -6.399420e-07 -2.129178e-04

[9,] -6.399420e-07 1.018651e+00 -1.201689e-04

[10,] -2.129178e-04 -1.201689e-04 9.146082e-01

b. Next, at each future step, we add a new observation and discard the oldest observation. This is sometimes called the “Add and Forget Algorithm”. Write an R function to update for the “Add and Forget Algorithm”, i.e. after adding a new observation, using eq(7), and removing an old observation, using eq(9).

For Add and Forget Algorithm, we define a function ‘U\_inv’ to implement this method. This function has three inputs (‘h10\_inv’ means the the inverse of H10, ‘traindata’ means the training set, and ‘newdata’ means the next sequential dataset) and a return value of ‘U10\_inv’. In the function, we use a ‘for’ loop to simulate the process of adding a new sample and removing an oldest sample. When adding a new sample, we use ‘Hn\_inv’ function in eq (7) to get the inverse of H11. When removing an oldest sample, we use ‘U10\_inv’ in eq (9) in the loop to obtain the inverse of U10.

> #problem 3b: add a new sample and remove an oldest sample

> #define a function to update the inverse of U10 in eq(9)

> U\_inv=function(h10\_inv,traindata,newdata){

+ d=dim(newdata)[1]

+ for (i in 1:d){

+ h11\_inv=Hn\_inv(h10\_inv,traindata,newdata[i,])

+ row1=h11\_inv[1,] # first row of h11\_inv

+ row10=h11\_inv[-1,] # last ten rows of h11\_inv

+ e=row1[1] # the constant e in block of Hn

+ ft=row1[-1] # the transpose of f vector

+ f=row10[,1] # f vector

+ D=row10[,-1] # D matrix

+ U10\_inv=D-(1/e)\*f%\*%t(ft) # inverse of U10 in eq(9)

+ # remove the oldest one and add a new one

+ traindata=rbind(traindata[-1,],newdata[i,])

+ h10\_inv=U10\_inv

+ }

+ return(U10\_inv)

+ }

Then, we test the function ‘U\_inv’ above to compute ‘U10\_inv’ as below.

> h10\_inv=hn\_inv # the inverse of H10 at first time

> U10\_inv=U\_inv(h10\_inv,trainx[1:10,],trainx[11:20,])

> cat("the inverse of U10=","\n")

> print(U10\_inv)

the inverse of U10=

[,1] [,2] [,3] [,4] [,5] [,6] [,7]

[1,] 9.093492e-01 -1.127443e-07 -8.306584e-08 2.710858e-04 -2.354682e-03 2.278697e-09 -1.106719e-08

[2,] -1.127443e-07 9.094687e-01 7.319440e-10 -3.782697e-04 -7.062223e-10 -1.849592e-02 -1.147443e-03

[3,] -8.306584e-08 7.319440e-10 9.090921e-01 -1.929057e-06 1.445796e-10 -2.397760e-11 7.949126e-11

[4,] 2.710858e-04 -3.782697e-04 -1.929057e-06 9.094828e-01 1.698073e-06 7.645285e-06 -3.743666e-05

[5,] -2.354682e-03 -7.062223e-10 1.445796e-10 1.698073e-06 9.090970e-01 1.427360e-11 -7.047845e-11

[6,] 2.278697e-09 -1.849592e-02 -2.397760e-11 7.645285e-06 1.427360e-11 9.094672e-01 2.329628e-05

[7,] -1.106719e-08 -1.147443e-03 7.949126e-11 -3.743666e-05 -7.047845e-11 2.329628e-05 9.090924e-01

[8,] 3.565563e-06 1.507151e-07 -1.058799e-03 -3.629794e-04 4.821049e-08 -3.061583e-09 1.494370e-08

[9,] -1.514645e-02 7.849817e-06 4.564483e-07 -1.887423e-02 -1.041222e-04 -1.586542e-07 7.714222e-07

[10,] -3.463097e-14 3.295126e-07 3.967663e-15 -1.161799e-10 -2.168808e-16 -3.705204e-04 -3.565604e-08

[,8] [,9] [,10]

[1,] 3.565563e-06 -1.514645e-02 -3.463097e-14

[2,] 1.507151e-07 7.849817e-06 3.295126e-07

[3,] -1.058799e-03 4.564483e-07 3.967663e-15

[4,] -3.629794e-04 -1.887423e-02 -1.161799e-10

[5,] 4.821049e-08 -1.041222e-04 -2.168808e-16

[6,] -3.061583e-09 -1.586542e-07 -3.705204e-04

[7,] 1.494370e-08 7.714222e-07 -3.565604e-08

[8,] 9.090924e-01 -3.630425e-04 5.258587e-14

[9,] -3.630425e-04 9.097349e-01 2.411148e-12

[10,] 5.258587e-14 2.411148e-12 9.090911e-01

c. Compare the “Training accuracy (%)”, “Testing accuracy (%)” and “Training Time (s)’ between the recursive and direct algorithms. Note that the direct approach will be containing 11, 12, 13, ..., 20 observations at each iteration while the updating algorithm will only have 10 observations at each iteration.

For the recursive method, we define a function ‘ite\_runtime’ based on the ‘U\_inv’ function to record the iterative runtimes ‘runtime’. The function ‘ite\_runtime’ contains the same three inputs of ‘U\_inv’ and almost same procedures but has one more variables ‘runtime’ in the loop.

> # iterative method

> ite\_runtime=function(h10\_inv,traindata,newdata){

+ d=dim(newdata)[1]

+ runtime=rep(0,d)

+ start\_time=proc.time() # recording runtime starts

+ for (i in 1:d){

+ h11\_inv=Hn\_inv(h10\_inv,traindata,newdata[i,])

+ row1=h11\_inv[1,] # first row of h11\_inv

+ row10=h11\_inv[-1,] # last ten rows of h11\_inv

+ e=row1[1] # the constant e in block of Hn

+ ft=row1[-1] # the transpose of f vector

+ f=row10[,1] # f vector

+ D=row10[,-1] # D matrix

+ U10\_inv=D-(1/e)\*f%\*%t(ft) # inverse of U10 in eq(9)

+ # remove the oldest one and add a new one

+ traindata=rbind(traindata[-1,],newdata[i,])

+ h10\_inv=U10\_inv

+ runtime[i]=proc.time()-start\_time

+ cat(i,"iterations","runtime=",runtime[i],"seconds","\n")

+ }

+ return(runtime)

+ }

> h10\_inv=hn\_inv # the inverse of H10 at first time

> runtime1=ite\_runtime(h10\_inv,trainx[1:10,],trainx[11:20,])

1 iterations runtime= 0.03 seconds

2 iterations runtime= 0.11 seconds

3 iterations runtime= 0.14 seconds

4 iterations runtime= 0.19 seconds

5 iterations runtime= 0.22 seconds

6 iterations runtime= 0.25 seconds

7 iterations runtime= 0.28 seconds

8 iterations runtime= 0.3 seconds

9 iterations runtime= 0.33 seconds

10 iterations runtime= 0.36 seconds

Similarly, for the direct method, we use ‘Hn’ function to compute each new inverse of Hn directly through a ‘for’ loop as below.

> #direct method

> N=10 # add 10 observations sequentially

> runtime2=rep(0,N) # record the runtime for direct method

> start\_time2 = proc.time()

> for (i in 1:N){

+ hn\_inv=solve(Hn(trainx[1:(i+10),]))

+ runtime2[i]=proc.time()-start\_time2

+ cat(i,"iterations","runtime=",runtime2[i],"seconds","\n")

+ }

1 iterations runtime= 0.45 seconds

2 iterations runtime= 0.87 seconds

3 iterations runtime= 1.34 seconds

4 iterations runtime= 1.87 seconds

5 iterations runtime= 2.51 seconds

6 iterations runtime= 3.23 seconds

7 iterations runtime= 4.04 seconds

8 iterations runtime= 4.91 seconds

9 iterations runtime= 5.91 seconds

10 iterations runtime= 7.03 seconds

Finally, we compare and plot the results of runtimes in both methods as below.

> #plot the runtimes of two methods

> x <- rep(1:N)

> plot(x,runtime2,type="l",col="blue",xlab="the number of iterations",

+ ylab="Runtime (s)", main="Runtime of the direct and iterative methods")

> #Add more data to the plot

> lines(x,runtime1,col="red") #add runtimes of iterative method

> legend(x=1,y=7,c("direct method","iterative method"),cex=1.,

+ col=c("blue","red"),lty=c(1,1)) #add legend
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For the training and test accuracy in iterative method, we also can get the following results by a ‘for’ loop. Note that the final training set here may be the updated ten samples ‘trainx[11:20,]’.

> #training accuracy and test accuracy in iterative method

> hn\_inv=U\_inv(h10\_inv,trainx[1:10,],trainx[11:20,])#the inverse of H10

> alpha\_n=alpha1(hn\_inv,trainx[11:20,]) # iterative alpha\_n

> ap3=ap(alpha\_n,trainx[11:20,]) # the constant term in R2 and dz

> r2=R2(alpha\_n,trainx[11:20,],ap3) # trained radius R2

>

> #compute the training accuracy in iterative method

> ta=0 # set the counter of prediction

> for (i in 1:dim(trainx[11:20,])[1]){

+ dz=DZ(alpha\_n,trainx[11:20,],trainx[11:20,][i,],ap3)

+ if (dz<=r2){

+ ta=ta+1

+ cat("n=",i,"It's a target","\n")}

+ else{

+ cat("n=",i,"It's an outlier","\n")}

+ }

n= 1 It's a target

n= 2 It's a target

n= 3 It's an outlier

n= 4 It's a target

n= 5 It's an outlier

n= 6 It's a target

n= 7 It's an outlier

n= 8 It's an outlier

n= 9 It's a target

n= 10 It's an outlier

> train\_accuracy=ta/dim(trainx[11:20,])[1]

> cat(" Training accuracy(%):",train\_accuracy\*100,"\n")

Training accuracy(%): 50

Similarly, we can get the test accuracy in iterative method as below through a ‘for’ loop.

> # compute the test accuracy in iterative method

> tt=0 # set the counter of prediction

> for (i in 1:dim(testx)[1]){

+ dz=DZ(alpha\_n,trainx[11:20,],testx[i,],ap3)

+ if (dz<=r2){

+ tt=tt+1

+ cat("n=",i,"It's a target","\n")}

+ else{

+ cat("n=",i,"It's an outlier","\n")}

+ }

n= 1 It's an outlier

n= 2 It's an outlier

n= 3 It's an outlier

n= 4 It's an outlier

n= 5 It's an outlier

n= 6 It's an outlier

n= 7 It's an outlier

n= 8 It's an outlier

n= 9 It's an outlier

n= 10 It's an outlier

> test\_accuracy=(dim(testx)[1]-tt)/dim(testx)[1]

> cat("Testing accuracy(%):",test\_accuracy\*100,"\n")

Testing accuracy(%): 100

For the direct method, we also use the similar procedures to compute its training and test accuracy as below. Note that here we use the full training set ‘trainx’.

> #compute the training accuracy in direct method

>

> alpha\_n=alpha1(hn\_inv,trainx) # iterative alpha\_n

> ap3=ap(alpha\_n,trainx) # the constant term in R2 and dz

> r2=R2(alpha\_n,trainx,ap3) # trained radius R2

> ta=0 # set the counter of prediction

> for (i in 1:dim(trainx)[1]){

+ dz=DZ(alpha\_n,trainx,trainx[i,],ap3)

+ if (dz<=r2){

+ ta=ta+1

+ cat("n=",i,"It's a target","\n")}

+ else{

+ cat("n=",i,"It's an outlier","\n")}

+ }

n= 1 It's a target

n= 2 It's an outlier

n= 3 It's a target

n= 4 It's an outlier

n= 5 It's an outlier

n= 6 It's an outlier

n= 7 It's a target

n= 8 It's an outlier

n= 9 It's a target

n= 10 It's a target

n= 11 It's a target

n= 12 It's an outlier

n= 13 It's an outlier

n= 14 It's a target

n= 15 It's a target

n= 16 It's an outlier

n= 17 It's an outlier

n= 18 It's an outlier

n= 19 It's a target

n= 20 It's an outlier

> train\_accuracy=ta/dim(trainx)[1]

> cat(" Training accuracy(%):",train\_accuracy\*100,"\n")

Training accuracy(%): 45

Similarly, we can get the test accuracy of direct method as below.

> # compute the test accuracy in direct method

> tt=0 # set the counter of prediction

> for (i in 1:dim(testx)[1]){

+ dz=DZ(alpha\_n,trainx,testx[i,],ap3)

+ if (dz<=r2){

+ tt=tt+1

+ cat("n=",i,"It's a target","\n")}

+ else{

+ cat("n=",i,"It's an outlier","\n")}

+ }

n= 1 It's an outlier

n= 2 It's an outlier

n= 3 It's an outlier

n= 4 It's an outlier

n= 5 It's an outlier

n= 6 It's an outlier

n= 7 It's an outlier

n= 8 It's an outlier

n= 9 It's an outlier

n= 10 It's an outlier

> test\_accuracy=(dim(testx)[1]-tt)/dim(testx)[1]

> cat("Testing accuracy(%):",test\_accuracy\*100,"\n")

Testing accuracy(%): 100

Problem 4

a. Write an R function to obtain the block update inverse matrix .

The main procedures are : (1) read the Group I data file and extract the target independent variables (x1~x9); (2) define the Gaussian kernel k (xi, xj, sigma) with three inputs (i-th and j-th observations, the width of the Gaussian kernel); (3) define the function HNK\_inv2 (hn\_inv, data, newdata) to update inverse matrix , where the three inputs of this function denote , the N observations and the K new observation.

Step (1) reads the data file by pandas, kept in ‘group1’ firstly. Then, split string lines into multiple columns including (x1~x9) and the response variable (positive or negative), kept in ‘group1\_data’. Next, we transform categorical levels (‘x’, ‘o’, ‘b’) into continuous ones (1, 2, 3), kept in ‘group1\_data’. Also, we separate the dataset into the ‘positive’ part in ‘data\_pos’ and the ‘negative’ part in ‘data\_neg’. Eventually, we extract the target independent variables (x1~x9) and convert them into ‘int’ type, kept in ‘data\_pos\_x’ and ‘data\_neg\_x’.

> #read the datafile

> group1=read.delim(file.choose(),header=FALSE, sep=",")

> group1\_data=matrix(0,dim(group1)[1],dim(group1)[2])

Transform categorical levels (‘x’, ‘o’, ‘b’) into continuous ones (3, 2, 1) as below (in later question, we will normalize all variables into (-1,+1)). And separate ‘group1\_data’ into positive and negative parts, ‘data\_pos’ and ‘data\_neg’ .

> # transform categorical variables into dummy variables

> for (i in 1:dim(group1\_data)[1]){

+ for (j in 1:dim(group1\_data)[2]){

+ if (group1[i,j]=='x'){

+ group1\_data[i,j]=as.numeric(group1[i,j])} #default level x=3,

+ if (group1[i,j]=='o'){

+ group1\_data[i,j]=as.numeric(group1[i,j])} #default level o=2

+ if (group1[i,j]=='b'){

+ group1\_data[i,j]=as.numeric(group1[i,j])} #default level b=1

+ else {group1\_data[i,j]=as.numeric(group1[i,j])} #default positive=2,negative=1

+ }

+ }

> # separate into positive and negative datasets

> data\_pos=group1\_data[group1\_data[,10]==2,] # 626,default positive=2

> data\_neg=group1\_data[group1\_data[,10]==1,] # 332,default negative=1

we extract the target independent variables (x1~x9), kept in ‘data\_pos\_x’ and ‘data\_neg\_x’.

> data\_pos\_x=data\_pos[,-10] #only contain x in class positive

> data\_neg\_x=data\_neg[,-10] #only contain x in class negative

> data\_pos\_x=as.data.frame(data\_pos\_x) # dataframe type

> data\_neg\_x=as.data.frame(data\_neg\_x)

Step (2) defines the Gaussian kernel k (xi, xj, sigma) with three inputs (i-th and j-th observations, the width of the Gaussian kernel).

> # kernel function

> k=function(xi,xj,sigma){

+ #three input

+ exp(-(dist(rbind(xi,xj))[1])^2/sigma^2)

+ }

step (3) defines the function HNK\_inv2 (hn\_inv, data, newdata) to update inverse matrix , where the three inputs of this function denote , the N observations and the K new observations. Note that andmatriceare named as ‘B’ and ‘D’; ‘w1~w4’ are four entries in . The return value in function HNK\_inv2 is shown as ‘hnk\_inv’.

> #define a function to update the block inverse matrix

> HNK\_inv2=function(hn\_inv,data,newdata){

+ # input Hn, n observations and new K observations

+ N=dim(as.matrix(data))[1]

+ K=dim(as.matrix(newdata))[1]

+ B=matrix(0,K,N) # matrix B: K\*N

+ D=matrix(0,K,K) # matrix D: K\*K

+ I=diag(K) #identity matrix

+

+ for (i in 1:K){

+ for (j in 1:N){

+ B[i,j]=k(newdata[i,],data[j,],sigma)}

+ }

+ for (i in 1:K){

+ for (j in 1:K){

+ D[i,j]=k(newdata[i,],newdata[j,],sigma)}

+ }

+ D=D+(1/(2\*C))\*I

+ hn\_inv=as.matrix(hn\_inv)

+ w1=hn\_inv-hn\_inv%\*%t(B)%\*%solve(-D+B %\*% hn\_inv %\*% t(B)) %\*% B %\*% hn\_inv

+ w2=hn\_inv %\*% t(B)%\*%solve(B%\*%hn\_inv%\*%t(B)-D)

+ w3=solve(B%\*%hn\_inv%\*%t(B)-D)%\*% B %\*% hn\_inv

+ w4=solve(D-B%\*%hn\_inv%\*%t(B))

+ hnk\_inv=rbind(cbind(w1,w2),cbind(w3,w4))

+ return(hnk\_inv)

+ }

b. Check that the results match the ones using the direct approach.

For the iterative block method, we can test HNK\_inv2 function and assume here K=1, C=5, sigma=1. Then we can start from named as ‘h1\_inv’, then use a loop to compute . Here we only display the part of results from n=1 to n=5.

> #if K=1, the results should be same as the inverse of Hn in problem 2

> C=5 # the penalty factor

> sigma=1 # the parameter of Gaussian Kernel

> h1=k(data\_pos\_x[1,],data\_pos\_x[1,],sigma)+1/(2\*C)

> h1\_inv=solve(as.matrix(h1)) # the inverse of H1

> #the iterative method

> hn\_inv=h1\_inv # the inverse of Hn starts from the inverse of H1

> n=5

> #a loop for computing the inverse of Hn+1, K=1

> for (i in 1:n){

+ # compute Hn by the iterative block method, K=1

+ cat("K=1,n=",i,",","inverse","of","H",i,"=","\n")

+ print(hn\_inv)

+ hnk\_inv=HNK\_inv2(hn\_inv,data\_pos\_x[1:i,],data\_pos\_x[(i+1),])

+ hn\_inv=hnk\_inv

+ }

K=1,n= 1 , inverse of H 1 =

[,1]

[1,] 0.9090909

K=1,n= 2 , inverse of H 2 =

[,1] [,2]

[1,] 0.9230632 -0.1135664

[2,] -0.1135664 0.9230632

K=1,n= 3 , inverse of H 3 =

[,1] [,2] [,3]

[1,] 0.9342764 -0.1023532 -0.1023532

[2,] -0.1023532 0.9342764 -0.1023532

[3,] -0.1023532 -0.1023532 0.9342764

K=1,n= 4 , inverse of H 4 =

[,1] [,2] [,3] [,4]

[1,] 0.9361322 -0.1023322782 -0.1023322782 -0.0411165986

[2,] -0.1023323 0.9342766065 -0.1023529941 -0.0004642119

[3,] -0.1023323 -0.1023529941 0.9342766065 -0.0004642119

[4,] -0.0411166 -0.0004642119 -0.0004642119 0.9109575733

K=1,n= 5 , inverse of H 5 =

[,1] [,2] [,3] [,4] [,5]

[1,] 0.936155698 -0.102542448 -0.1023343621 -0.0416900474 0.0046628893

[2,] -0.102542448 0.936155698 -0.1023343621 0.0046628893 -0.0416900474

[3,] -0.102334362 -0.102334362 0.9342767912 -0.0004133745 -0.0004133745

[4,] -0.041690047 0.004662889 -0.0004133745 0.9249468671 -0.1137512793

[5,] 0.004662889 -0.041690047 -0.0004133745 -0.1137512793 0.9249468671

In the similar way, we can compute ‘alpha\_n’ vector from n=1 to n=5 by the iterative method.

> hn\_inv=h1\_inv # the inverse of Hn starts from the inverse of H1

> n=5

> for (i in 1:n){

+ # compute alpha\_n by the iterative block method, K=1

+ alpha\_n=alpha1(hn\_inv,data\_pos\_x[1:i,])

+ hnk\_inv=HNK\_inv2(hn\_inv,data\_pos\_x[1:i,],data\_pos\_x[(i+1),])

+ hn\_inv=hnk\_inv

+ cat("n=",i,",","alpha",i,"=",alpha\_n,"\n")

+ }

n= 1 , alpha 1 = 1

n= 2 , alpha 2 = 0.5 0.5

n= 3 , alpha 3 = 0.3333333 0.3333333 0.3333333

n= 4 , alpha 4 = 0.2287811 0.2416314 0.2416314 0.2879561

n= 5 , alpha 5 = 0.1894381 0.1894381 0.1988601 0.2111319 0.2111319

For the direct method, assume K=1, C=5, sigma=1, then we compute based on the matrix K named as ‘Km’, C and the identity matrix I. we firstly define a function Hn(data) with an input (n observations) and an output (Hn named as ‘hn’). Then we use a loop to compute by inv(). Here we use 5 observations to compute and correspond to the results through the iterative block method.

> #define a function of computing Hn directly

> Hn=function(data){

+ d=dim(data)[1] # the number of observation,data is dataframe type

+ Km=matrix(0,d,d) # K matrix named as Km

+ I=diag(d) # d dimensions identity matrix

+ for (i in 1:d){

+ for (j in 1:d) {

+ Km[i,j]=k(data[i,],data[j,],sigma)}

+ }

+ hn=Km+(1/(2\*C))\*I # compute the matrix Hn

+ return (hn)

+ }

> N=5 # assume we have 5 observations

> for (i in 1:N){

+ #compute Hn by direct method

+ hnk\_inv=solve(Hn(data\_pos\_x[1:i,]))

+ cat("K=1,n=",i,",","inverse","of","H",i,"=","\n")

+ print(hnk\_inv)

+ }

K=1,n= 1 , inverse of H 1 =

[,1]

[1,] 0.9090909

K=1,n= 2 , inverse of H 2 =

[,1] [,2]

[1,] 0.9230632 -0.1135664

[2,] -0.1135664 0.9230632

K=1,n= 3 , inverse of H 3 =

[,1] [,2] [,3]

[1,] 0.9342764 -0.1023532 -0.1023532

[2,] -0.1023532 0.9342764 -0.1023532

[3,] -0.1023532 -0.1023532 0.9342764

K=1,n= 4 , inverse of H 4 =

[,1] [,2] [,3] [,4]

[1,] 0.9361322 -0.1023322782 -0.1023322782 -0.0411165986

[2,] -0.1023323 0.9342766065 -0.1023529941 -0.0004642119

[3,] -0.1023323 -0.1023529941 0.9342766065 -0.0004642119

[4,] -0.0411166 -0.0004642119 -0.0004642119 0.9109575733

K=1,n= 5 , inverse of H 5 =

[,1] [,2] [,3] [,4] [,5]

[1,] 0.936155698 -0.102542448 -0.1023343621 -0.0416900474 0.0046628893

[2,] -0.102542448 0.936155698 -0.1023343621 0.0046628893 -0.0416900474

[3,] -0.102334362 -0.102334362 0.9342767912 -0.0004133745 -0.0004133745

[4,] -0.041690047 0.004662889 -0.0004133745 0.9249468671 -0.1137512793

[5,] 0.004662889 -0.041690047 -0.0004133745 -0.1137512793 0.9249468671

In the similar way, we can compute ‘alpha\_n’ vector from n=1 to n=5 by the direct method.

> for (i in 1:n){

+ # compute alpha\_n by direct method

+ hnk\_inv=solve(Hn(data\_pos\_x[1:i,]))

+ alpha\_n=alpha1(hnk\_inv,data\_pos\_x[1:i,])

+ cat("n=",i,",","alpha",i,"=",alpha\_n,"\n")

+ }

n= 1 , alpha 1 = 1

n= 2 , alpha 2 = 0.5 0.5

n= 3 , alpha 3 = 0.3333333 0.3333333 0.3333333

n= 4 , alpha 4 = 0.2287811 0.2416314 0.2416314 0.2879561

n= 5 , alpha 5 = 0.1894381 0.1894381 0.1988601 0.2111319 0.2111319

Therefore, comparing the results of Hn and alpha\_n through the iterative block method and the direct method indicates that both methods obtain the same results.

c. We will test the speed and effffectiveness of the presented algorithm by applying LS-SVDD and LS-SVDD update (K = 1), and LS-SVDD and LS-SVDD block update (K = 15) to the following data sets available from the UCI Machine Learning Repository. All features for all experiments are normalized to the range [[1, +1]. We will use a Gaussian kernel with σ = 1. Also, we will set C to 5 and N to 1. Your results should include “Training accuracy (%)”, “Testing accuracy (%)” and “Training Time (s)”.

For K=1, Our steps are: (1) redefine the radius and dz functions named as R2(alpha\_n,train,ap3) and DZ(alpha\_n,train,test,ap3) for accelerating the later computations, where the R2() function has three inputs (the alpha\_n vector, the training set, and the constant only related to the training set); the DZ() function has four inputs (the alpha\_n vector, the training set, the test vector, and the constant only related to the training set); (2) split datasets into 90% ‘data\_pos\_x’for training and 10% ‘data\_pos\_x’ for test, so we get the ‘train’ and ‘test’ datasets; (3) initialize the parameters for training; (4) start the training process and record ‘Training time’; (5) compute the ‘training accuracy’ and the ‘testing accuracy’.

Step (1) redefines the radius and dz functions named as R2(alpha\_n,train,ap3) for accelerating the later computations, where the R2() function has three inputs (the alpha\_n vector, the training set, and the constant only related to the training set) and its return value is the radius value named as ‘r2’.

> #define R2

> R2=function(alpha\_n,train,ap3){

+ # R2 consists of three average parts:ap1,ap2,ap3

+ d=dim(train)[1]

+ p1=rep(0,d)

+ p2=matrix(0,d,d)

+ for (i in 1:d){

+ p1[i]=k(train[i,],train[i,],sigma)}

+ ap1=sum(p1)/d

+

+ for (i in 1:d){

+ for (j in 1:d){

+ p2[i,j]=k(train[i,],train[j,],sigma) }

+ }

+ ap2=sum(p2 %\*% as.matrix(alpha\_n))/d

+

+ r2=ap1-2\*ap2+ap3

+ return(r2)

+ }

Redefine DZ(alpha\_n,train,test,ap3) for accelerating the later computations, where the DZ() function has four inputs (the alpha\_n vector, the training set, the test vector, and the constant only related to the training set) and its return value is the dz value named as ‘dz’.

> #define DZ

> DZ=function(alpha\_n,train,test,ap3){

+ # assume dz consists of three parts:ap1,ap2,ap3

+ d=dim(train)[1]

+ ap1=k(test,test,sigma)

+ p2=rep(0,d)

+ for (i in 1:d) {

+ p2[i]=k(test,train[i,],sigma)}

+

+ ap2=(t(alpha\_n) %\*% p2)[1]

+ dz=ap1-2\*ap2+ap3

+ return(dz)

+ }

For the input ‘ap3’ as a constant only related to the training set, we display the vertorization way to compute it instead of using ‘for loop’ in function ‘ap’, which aims to save the execution time in the training step.

> # the third term in dz and R2 is a constant ap3

> #define the ap3 function

> ap=function(alpha\_n,train){

+ # the third term in dz/R2 is a constant

+ d=dim(train)[1]

+ p3=matrix(0,d,d)

+ for (i in 1:d){

+ for (j in 1:d){

+ p3[i,j]=k(train[i,],train[j,],sigma) }

+ }

+ ap3=sum(as.matrix(alpha\_n %\*% t(alpha\_n)) %\*% p3) # vectorization, not loop

+ return (ap3)

+ }

Step (2) splits datasets into ‘data\_pos\_x’ for training and ‘data\_pos\_x’ for test, so we get the ‘train’ and ‘test’ datasets.

> set.seed(10)

> index1=sample(c(1:dim(data\_pos\_x)[1]),106)

> train=data\_pos\_x[index1,] # for training

> index2=sample(c(1:dim(data\_neg\_x)[1]),31)

> test=data\_neg\_x[index2,] # for test

Step (3) initializes the parameters for training by giving H1 and its inverse ‘h1\_inv’, setting K=1 by ‘kk=1’ and C=5, sigma=1.

> h1=k(train[1,],train[1,],sigma)+1/(2\*C)

> h1\_inv=solve(h1) # the inverse of H1

> hn\_inv=h1\_inv # the inverse of Hn starts from the inverse of H1

> kk=1

> tn2=round((dim(train)[1]-1)/kk) # the number of iterations

> C=5 # the penalty factor

> sigma=1 # the parameter of Gaussian Kernel

Step (4) starts the training process and record ‘Training time’. Here we will compute the in a iterative fashion indicated by ‘hnk\_incv’, the ‘alpha\_n’ vector, the constant input ap3 in functions R2() and DZ(), the radius ‘r2’ and the ‘Training time’ indicated by ‘proc.time()-start\_time6’.

> #training starts at K=1,N=1

> start\_time6=proc.time()

> for (i in 1:tn2){

+ d1=dim(hn\_inv)[1]

+ hnk\_inv=HNK\_inv2(hn\_inv,train[1:d1,],train[(d1+1):(d1+kk),])

+ hn\_inv=hnk\_inv

+ cat("the number of iteration=",i,"time=",(proc.time()-start\_time6),"seconds","\n")

+ }

> alpha\_n=alpha1(hn\_inv,train) # iterative alpha\_n

> cat('Time now=',proc.time()-start\_time6,"seconds","\n")

Time now= 17.9 seconds

> ap3=ap(alpha\_n,train)

> cat('Time now=',proc.time()-start\_time6,"seconds","\n")

Time now= 48.64 seconds

> r2=R2(alpha\_n,train,ap3) # trained radius R2

> cat("R2=",r2,"\n","the sum of alpha",sum(alpha\_n),"\n",

+ "K=1, Training time (s):",proc.time()-start\_time6,"\n")

R2= 2.349632

the sum of alpha 1

K=1, Training time (s): 78.85

Step (5) computes the training accuracy denoted by ‘train\_accuracy’ (the number of targets ‘ta’ / the number of training observations ‘dim(train)[1]’).

> #compute the training accuracy when K=1

> ta=0

> for (i in 1:dim(train)[1]){

+ dz=DZ(alpha\_n,train,train[i,],ap3)

+ if (dz<=r2){

+ ta=ta+1

+ cat("n=",i,"It's a target","\n")}

+ else{

+ cat("n=",i,"It's an outlier","\n")}

+ }

n= 1 It's a target

n= 2 It's an outlier

n= 3 It's a target

n= 4 It's a target

…….

> train\_accuracy=ta/dim(train)[1]

> cat("K=1, Training accuracy(%):",train\_accuracy\*100,"\n")

K=1, Training accuracy(%): 49.0566

Similarly, the testing accuracy denoted by ‘test\_accuracy’ (the number of outliers ‘dim(test)[1]-tt’ / the number of training observations ‘dim(test)[1]’).

> # compute the test accuracy when K=1

> tt=0

> for (i in 1:dim(test)[1]){

+ dz=DZ(alpha\_n,train,test[i,],ap3)

+ if (dz<=r2){

+ tt=tt+1

+ cat("n=",i,"It's a target","\n")}

+ else{

+ cat("n=",i,"It's an outlier","\n")}

+ }

n= 1 It's an outlier

n= 2 It's an outlier

n= 3 It's an outlier

n= 4 It's an outlier

…….

n= 31 It's an outlier

> test\_accuracy=(dim(test)[1]-tt)/dim(test)[1]

> cat("K=1, Testing accuracy(%):",test\_accuracy\*100,"\n")

K=1, Testing accuracy(%): 100

For K=15, we have the almost same steps and codes like we do for K=1 case above, except now ‘kk=15’. Comparing the results when K=1 and K=15, we can observe that both cases have the same radius R2 and training/testing accuracy, while the training time at K=15 is more than K=1, which is different from the result we got in Python where less iterations, less runtime in total .

> cat("R2=",r2,"\n","the sum of alpha",sum(alpha\_n),"\n",

+ "K=15, Training time (s):",proc.time()-start\_time6,"\n")

> cat("K=15, Training accuracy(%):",train\_accuracy\*100,"\n")

> cat("K=15, Testing accuracy(%):",test\_accuracy\*100,"\n")

R2= 2.349632

the sum of alpha 1

K=15, Training time (s): 81.53

K=15, Training accuracy(%): 49.0566

K=15, Testing accuracy(%): 100

Problem 5

a. Using the ‘charlie.csv’ data set, starting with the first row, add a block of *k* = 4 samples rows and use your updating codes from problem 4 to obtain .

Here we use the function ‘HNK\_inv2’ we define in problem 4 to compute as below.

> C=5 # the penalty factor

> sigma=1 # the parameter of Gaussian Kernel

> h1=k(trainx[1,],trainx[1,],sigma)+1/(2\*C)

> h1\_inv=solve(h1) # the inverse of H1

> h5\_inv=HNK\_inv2(h1\_inv,trainx[1,],trainx[2:5,])#add 4 new samples

> cat("K=4,","inverse","of","H5=","\n")

> print(h5\_inv)

K=4, inverse of H5=

[,1] [,2] [,3] [,4] [,5]

[1,] 9.090910e-01 1.583941e-07 -3.286162e-04 2.431773e-08 -1.599209e-11

[2,] 1.583941e-07 9.090919e-01 -4.391082e-04 -8.582141e-04 5.612419e-07

[3,] -3.286162e-04 -4.391082e-04 9.090912e-01 -6.727224e-05 4.424032e-08

[4,] 2.431773e-08 -8.582141e-04 -6.727224e-05 9.090921e-01 -5.987784e-04

[5,] -1.599209e-11 5.612419e-07 4.424032e-08 -5.987784e-04 9.090913e-01

b. Next, at each future step, we add a chunk of *k* = 5 observations and discard the oldest *h* = 3 observations. This is sometimes called the “Block Add and Forget Algorithm”. Write an R function to updatefor the “Block Add and Forget Algorithm”, i.e. after adding *k* observations, using eq(11), and removing the oldest *h* observations, using eq(12).

For Block Add and Forget Algorithm, we define a function ‘D\_inv’ to implement this method. This function has three inputs (‘h5\_inv’ means the the inverse of H5, ‘traindata’ means the training set, and ‘newdata’ means the next sequential dataset) and a return value of ‘hn\_h\_inv’. In the function, we use a ‘for’ loop to simulate the process of adding ‘kk=5’ new samples and removing ‘hh=3’ oldest sample. When adding the new kk samples, we use ‘HNK\_inv2’ function in eq (11) to get the inverse of ‘hnk\_inv’. When removing the oldest hh samples, we use ‘hn\_h\_inv’ in the loop to obtain the inverse of D in eq (12).

> #define a function to update the inverse of Hn-k or D in eq(12)

> D\_inv=function(h5\_inv,traindata,newdata){

+ kk=5 # each adding 5 samples

+ hh=3 # each remove 3 samples

+ d=round(dim(newdata)[1]/kk) # the number of iterations

+ for (i in 1:d){

+ hnk\_inv=HNK\_inv2(h5\_inv,traindata,newdata[((i-1)\*kk+1):(kk\*i),])

+ row\_h=hnk\_inv[1:hh,] # h rows of hnk\_inv

+ row\_n\_h=hnk\_inv[-(1:hh),] # last n-h rows of hnk\_inv

+ u11=row\_h[,1:hh] # U11

+ u12=row\_h[,-(1:hh)] # U12

+ u12\_t=row\_n\_h[,1:hh] # t(U12)

+ un\_h=row\_n\_h[,-(1:hh)] # D matrix

+ hn\_h\_inv=un\_h-u12\_t %\*% solve(u11) %\*% u12 # inverse of U10 in eq(12)

+ # remove the oldest h and add new k ones

+ traindata=rbind(traindata[-(1:hh),],newdata[((i-1)\*kk+1):(kk\*i),])

+ h5\_inv=hn\_h\_inv

+ }

+ return(hn\_h\_inv)

+ }

Then, we test the function ‘D\_inv’ above to compute ‘H11\_inv’ on training set as below.

> #if we only use the first 20 training samples from class 1

> h5\_inv=HNK\_inv2(h1\_inv,trainx[1,],trainx[2:5,])#add 4 new samples

> H11\_inv=D\_inv(h5\_inv,trainx[1:5,],trainx[6:20,])

> cat("the inverse of H11=","\n")

> print(H11\_inv)

the inverse of H11=

[,1] [,2] [,3] [,4] [,5] [,6] [,7]

[1,] 9.153715e-01 1.923857e-05 -2.055502e-04 1.583766e-07 -7.472013e-02 1.203882e-07 4.166945e-06

[2,] 1.923857e-05 9.093492e-01 -1.170644e-07 -8.306251e-08 2.695154e-04 -2.354682e-03 2.366275e-09

[3,] -2.055502e-04 -1.170644e-07 9.094687e-01 6.963799e-10 -3.614910e-04 -7.332560e-10 -1.849592e-02

[4,] 1.583766e-07 -8.306251e-08 6.963799e-10 9.090921e-01 -1.941985e-06 1.446005e-10 -2.325664e-11

[5,] -7.472013e-02 2.695154e-04 -3.614910e-04 -1.941985e-06 9.155821e-01 1.688246e-06 7.305145e-06

[6,] 1.203882e-07 -2.354682e-03 -7.332560e-10 1.446005e-10 1.688246e-06 9.090970e-01 1.482163e-11

[7,] 4.166945e-06 2.366275e-09 -1.849592e-02 -2.325664e-11 7.305145e-06 1.482163e-11 9.094672e-01

[8,] -1.272737e-02 -2.785611e-07 -1.144585e-03 -2.122584e-09 1.001476e-03 -1.744361e-09 2.323834e-05

[9,] 2.994054e-05 3.566192e-06 1.439918e-07 -1.058799e-03 -3.654234e-04 4.821443e-08 -2.925288e-09

[10,] -9.443757e-04 -1.514647e-02 8.061880e-06 4.562849e-07 -1.879714e-02 -1.041223e-04 -1.629532e-07

[11,] 4.225990e-10 -2.574911e-14 3.295125e-07 4.040781e-15 -1.506759e-10 -1.613013e-16 -3.705204e-04

[,8] [,9] [,10] [,11]

[1,] -1.272737e-02 2.994054e-05 -9.443757e-04 4.225990e-10

[2,] -2.785611e-07 3.566192e-06 -1.514647e-02 -2.574911e-14

[3,] -1.144585e-03 1.439918e-07 8.061880e-06 3.295125e-07

[4,] -2.122584e-09 -1.058799e-03 4.562849e-07 4.040781e-15

[5,] 1.001476e-03 -3.654234e-04 -1.879714e-02 -1.506759e-10

[6,] -1.744361e-09 4.821443e-08 -1.041223e-04 -1.613013e-16

[7,] 2.323834e-05 -2.925288e-09 -1.629532e-07 -3.705204e-04

[8,] 9.092693e-01 -4.013510e-07 1.390207e-05 -3.566192e-08

[9,] -4.013510e-07 9.090924e-01 -3.630734e-04 6.640850e-14

[10,] 1.390207e-05 -3.630734e-04 9.097358e-01 1.975158e-12

[11,] -3.566192e-08 6.640850e-14 1.975158e-12 9.090911e-01

Also, we test the function ‘D\_inv’ above to compute ‘H15\_inv’ on the full set (contains ‘trainx’ and ‘testx’) as below.

> #if we use all data from class 1 and -1

> traind=rbind(trainx,testx) # 30 samples in total

> h5\_inv=HNK\_inv2(h1\_inv,trainx[1,],trainx[2:5,])#add 4 new samples

> H15\_inv=D\_inv(h5\_inv,traind[1:5,],traind[6:30,])

> cat("the inverse of H15=","\n")

> print(H15\_inv)

the inverse of H15=

[,1] [,2] [,3] [,4] [,5] [,6] [,7]

[1,] 9.173464e-01 2.350040e-08 -1.563336e-11 4.088054e-14 -2.437376e-04 -1.174724e-13 -8.702285e-02

[2,] 2.350040e-08 9.090909e-01 1.253299e-12 1.454851e-08 -3.427525e-08 -6.555494e-08 -6.624459e-07

[3,] -1.563336e-11 1.253299e-12 9.090911e-01 -3.749897e-04 4.153977e-15 1.464408e-05 1.482860e-12

[4,] 4.088054e-14 1.454851e-08 -3.749897e-04 1.002773e+00 -5.604538e-16 -3.064988e-01 -1.365953e-14

[5,] -2.437376e-04 -3.427525e-08 4.153977e-15 -5.604538e-16 9.090930e-01 2.506216e-15 -1.336406e-03

[6,] -1.174724e-13 -6.555494e-08 1.464408e-05 -3.064988e-01 2.506216e-15 1.002773e+00 5.617734e-14

[7,] -8.702285e-02 -6.624459e-07 1.482860e-12 -1.365953e-14 -1.336406e-03 5.617734e-14 9.173483e-01

[8,] -3.030103e-25 -8.086542e-20 6.490331e-15 -5.575285e-12 3.135325e-27 1.703761e-12 8.311202e-26

[9,] 1.937008e-22 -1.551302e-23 -1.126385e-11 4.647287e-15 -5.146871e-26 -1.817731e-16 -1.837297e-23

[10,] 2.391312e-19 -2.981593e-17 -1.390975e-08 -2.050039e-09 -6.241451e-23 6.276950e-10 -2.266211e-20

[11,] 4.207170e-22 3.393799e-23 -2.446499e-11 1.476004e-14 -1.117923e-25 -1.820050e-15 -3.990602e-23

[12,] -5.374591e-09 -1.376879e-16 -8.758814e-08 3.613718e-11 1.428273e-12 -1.448830e-12 5.096848e-10

[13,] 9.113033e-24 -9.349122e-25 -7.942932e-13 3.386922e-16 -2.421302e-27 -1.616992e-17 -8.644832e-25

[14,] 3.732327e-17 8.934038e-25 -4.491189e-14 1.852558e-17 -9.918491e-21 -7.231989e-19 -3.539451e-18

[15,] 8.805994e-19 -3.578482e-21 -1.640872e-10 -1.662666e-13 -2.340151e-22 6.824032e-14 -8.350932e-20

[,8] [,9] [,10] [,11] [,12] [,13] [,14]

[1,] -3.030103e-25 1.937008e-22 2.391312e-19 4.207170e-22 -5.374591e-09 9.113033e-24 3.732327e-17

[2,] -8.086542e-20 -1.551302e-23 -2.981593e-17 3.393799e-23 -1.376879e-16 -9.349122e-25 8.934038e-25

[3,] 6.490331e-15 -1.126385e-11 -1.390975e-08 -2.446499e-11 -8.758814e-08 -7.942932e-13 -4.491189e-14

[4,] -5.575285e-12 4.647287e-15 -2.050039e-09 1.476004e-14 3.613718e-11 3.386922e-16 1.852558e-17

[5,] 3.135325e-27 -5.146871e-26 -6.241451e-23 -1.117923e-25 1.428273e-12 -2.421302e-27 -9.918491e-21

[6,] 1.703761e-12 -1.817731e-16 6.276950e-10 -1.820050e-15 -1.448830e-12 -1.616992e-17 -7.231989e-19

[7,] 8.311202e-26 -1.837297e-23 -2.266211e-20 -3.990602e-23 5.096848e-10 -8.644832e-25 -3.539451e-18

[8,] 9.090909e-01 1.511528e-16 -2.879093e-07 6.538284e-13 -6.265786e-22 1.451838e-15 -9.009110e-23

[9,] 1.511528e-16 9.091059e-01 -4.772740e-10 -3.695631e-03 1.098622e-18 -5.641022e-08 -1.932091e-12

[10,] -2.879093e-07 -4.772740e-10 9.090909e-01 -2.064502e-06 1.343983e-15 -4.584267e-09 2.844677e-16

[11,] 6.538284e-13 -3.695631e-03 -2.064502e-06 9.091059e-01 2.356208e-18 6.687018e-11 5.854235e-15

[12,] -6.265786e-22 1.098622e-18 1.343983e-15 2.356208e-18 9.090909e-01 7.690531e-16 -6.313218e-09

[13,] 1.451838e-15 -5.641022e-08 -4.584267e-09 6.687018e-11 7.690531e-16 9.090909e-01 -5.640995e-08

[14,] -9.009110e-23 -1.932091e-12 2.844677e-16 5.854235e-15 -6.313218e-09 -5.640995e-08 9.090909e-01

[15,] 7.410108e-15 1.678861e-13 -2.339787e-08 3.497615e-14 -1.484726e-10 -2.704427e-06 3.106307e-14

[,15]

[1,] 8.805994e-19

[2,] -3.578482e-21

[3,] -1.640872e-10

[4,] -1.662666e-13

[5,] -2.340151e-22

[6,] 6.824032e-14

[7,] -8.350932e-20

[8,] 7.410108e-15

[9,] 1.678861e-13

[10,] -2.339787e-08

[11,] 3.497615e-14

[12,] -1.484726e-10

[13,] -2.704427e-06

[14,] 3.106307e-14

[15,] 9.090909e-01

c. Compare the “Training accuracy (%)”, “Testing accuracy (%)” and “Training Time (s)’ between the ‘Block Add and Forget Algorithm’ and direct algorithms. Note that the direct approach will be containing 5, 10, 15, 20 observations at each iteration while the updating algorithm will have 5, 7, 9, 11, ... observations at each iteration.

For the recursive method, we define a function ‘ite\_runtime’ based on the ‘D\_inv’ function to record the iterative runtimes ‘runtime’. The function ‘ite\_runtime’ contains the same three inputs of ‘D\_inv’ and almost same procedures but has one more variables ‘runtime’ in the loop.

> # iterative method

> ite\_runtime=function(h5\_inv,traindata,newdata){

+ kk=5 # each adding 5 samples

+ hh=3 # each remove 3 samples

+ d=round(dim(newdata)[1]/kk) # the number of iterations=5 if use 30 samples

+ runtime=rep(0,d)

+ start\_time=proc.time() # recording runtime starts

+ for (i in 1:d){

+ hnk\_inv=HNK\_inv2(h5\_inv,traindata,newdata[((i-1)\*kk+1):(kk\*i),])

+ row\_h=hnk\_inv[1:hh,] # h rows of hnk\_inv

+ row\_n\_h=hnk\_inv[-(1:hh),] # last n-h rows of hnk\_inv

+ u11=row\_h[,1:hh] # U11

+ u12=row\_h[,-(1:hh)] # U12

+ u12\_t=row\_n\_h[,1:hh] # t(U12)

+ un\_h=row\_n\_h[,-(1:hh)] # D matrix

+ hn\_h\_inv=un\_h-u12\_t %\*% solve(u11) %\*% inverse of D in eq(12)

+ # remove the oldest h and add new k ones

+ traindata=rbind(traindata[-(1:hh),],newdata[((i-1)\*kk+1):(kk\*i),])

+ h5\_inv=hn\_h\_inv

+

+ runtime[i]=proc.time()-start\_time

+ cat(i,"iterations","runtime=",runtime[i],"seconds","\n")

+ }

+ return(runtime)

+ }

> h1=k(trainx[1,],trainx[1,],sigma)+1/(2\*C)

> h1\_inv=solve(h1) # the inverse of H1

> h5\_inv=HNK\_inv2(h1\_inv,trainx[1,],trainx[2:5,])#add 4 new samples

> runtime1=ite\_runtime(h5\_inv,traind[1:5,],traind[6:30,])

1 iterations runtime= 0.15 seconds

2 iterations runtime= 0.33 seconds

3 iterations runtime= 0.5 seconds

4 iterations runtime= 0.7 seconds

5 iterations runtime= 0.92 seconds

Similarly, for the direct method, we use ‘Hn’ function to compute each new inverse of Hn directly through a ‘for’ loop as below.

> #direct method

> N=5 # the number of iterative

> kk=5 # each adding 5 samples

> runtime2=rep(0,N) # record the runtime for direct method

> start\_time2 = proc.time()

>

> for (i in 1:N){

+ hn\_inv=solve(Hn(traind[1:(kk\*i),]))

+ runtime2[i]=proc.time()-start\_time2

+ cat(i,"iterations","runtime=",runtime2[i],"seconds","\n")

+ }

1 iterations runtime= 0.12 seconds

2 iterations runtime= 0.43 seconds

3 iterations runtime= 1.04 seconds

4 iterations runtime= 2.01 seconds

5 iterations runtime= 3.41 seconds

Finally, we compare and plot the results of runtimes in both methods as below.

> #plot the runtimes of two methods

> x <- rep(1:N)

> plot(x,runtime2,type="l",col="blue",xlab="the number of iterations",

+ ylab="Runtime (s)", main="Runtime of the direct and iterative methods")

> #Add more data to the plot

> lines(x,runtime1,col="red") #add runtimes of iterative method

> legend(x=1,y=3,c("direct method"," iterative method"),cex=1.,

+ col=c("blue","red"),lty=c(1,1)) #add legend
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For the training and test accuracy in iterative method, we use the inverse of H11 to compute the alpha vector and current radius R2, then use a ‘for’ loop to obtain the training and test accuracy as below.

> #compute the training accuracy in iterative method

> alpha\_n=alpha1(H11\_inv,trainx[10:20,]) # iterative alpha\_n

> ap3=ap(alpha\_n,trainx[10:20,]) # the constant term in R2 and dz

> r2=R2(alpha\_n,trainx[10:20,],ap3) # trained radius R2

>

> ta=0 # set the counter of prediction

> for (i in 1:dim(trainx[10:20,])[1]){

+ dz=DZ(alpha\_n,trainx[10:20,],(trainx[10:20,])[i,],ap3)

+ if (dz<=r2){

+ ta=ta+1

+ cat("n=",i,"It's a target","\n")}

+ else{

+ cat("n=",i,"It's an outlier","\n")}

+ }

n= 1 It's a target

n= 2 It's an outlier

n= 3 It's an outlier

n= 4 It's an outlier

n= 5 It's a target

n= 6 It's an outlier

n= 7 It's an outlier

n= 8 It's an outlier

n= 9 It's an outlier

n= 10 It's a target

n= 11 It's an outlier

> train\_accuracy=ta/dim(trainx[10:20,])[1]

> cat(" Training accuracy(%):",train\_accuracy\*100,"\n")

Training accuracy(%): 27.27273

Similarly, we can obtain the test accuracy of iterative method as below by a ‘for’ loop.

> # compute the test accuracy in iterative method

> tt=0 # set the counter of prediction

> for (i in 1:dim(testx)[1]){

+ dz=DZ(alpha\_n,trainx[10:20,],testx[i,],ap3)

+ if (dz<=r2){

+ tt=tt+1

+ cat("n=",i,"It's a target","\n")}

+ else{

+ cat("n=",i,"It's an outlier","\n")}

+ }

n= 1 It's an outlier

n= 2 It's an outlier

n= 3 It's an outlier

n= 4 It's an outlier

n= 5 It's an outlier

n= 6 It's an outlier

n= 7 It's an outlier

n= 8 It's an outlier

n= 9 It's an outlier

n= 10 It's an outlier

> test\_accuracy=(dim(testx)[1]-tt)/dim(testx)[1]

> cat("Testing accuracy(%):",test\_accuracy\*100,"\n")

Testing accuracy(%): 100

For the training and test accuracy in direct method, we use the inverse of H20 to compute the alpha vector and current radius R2, then use a ‘for’ loop to obtain the training and test accuracy as below.

> ##compute the training accuracy in direct method

>

> N=4 # the number of iterative with 20 training samples

> kk=5 # each adding 5 samples

> for (i in 1:N){

+ hn\_inv=solve(Hn(traind[1:(kk\*i),]))

+ } #output the inverse of H20 finally

> #compute the training accuracy in direct method

> alpha\_n=alpha1(hn\_inv,trainx) # iterative alpha\_n

> ap3=ap(alpha\_n,trainx)

> r2=R2(alpha\_n,trainx,ap3) # trained radius R2

> ta=0 # set the counter of prediction

> for (i in 1:dim(trainx)[1]){

+ dz=DZ(alpha\_n,trainx,trainx[i,],ap3)

+ if (dz<=r2){

+ ta=ta+1

+ cat("n=",i,"It's a target","\n")}

+ else{

+ cat("n=",i,"It's an outlier","\n")}

+ }

n= 1 It's a target

n= 2 It's an outlier

n= 3 It's a target

n= 4 It's an outlier

n= 5 It's an outlier

n= 6 It's an outlier

n= 7 It's a target

n= 8 It's an outlier

n= 9 It's a target

n= 10 It's a target

n= 11 It's a target

n= 12 It's an outlier

n= 13 It's an outlier

n= 14 It's a target

n= 15 It's a target

n= 16 It's an outlier

n= 17 It's an outlier

n= 18 It's an outlier

n= 19 It's a target

n= 20 It's an outlier

> train\_accuracy=ta/dim(trainx)[1]

> cat(" Training accuracy(%):",train\_accuracy\*100,"\n")

Training accuracy(%): 45

Similarly, we can obtain the test accuracy of direct method as below by a ‘for’ loop.

> # compute the test accuracy in direct method

> tt=0 # set the counter of prediction

> for (i in 1:dim(testx)[1]){

+ dz=DZ(alpha\_n,trainx,testx[i,],ap3)

+ if (dz<=r2){

+ tt=tt+1

+ cat("n=",i,"It's a target","\n")}

+ else{

+ cat("n=",i,"It's an outlier","\n")}

+ }

n= 1 It's an outlier

n= 2 It's an outlier

n= 3 It's an outlier

n= 4 It's an outlier

n= 5 It's an outlier

n= 6 It's an outlier

n= 7 It's an outlier

n= 8 It's an outlier

n= 9 It's an outlier

n= 10 It's an outlier

> test\_accuracy=(dim(testx)[1]-tt)/dim(testx)[1]

> cat("Testing accuracy(%):",test\_accuracy\*100,"\n")

Testing accuracy(%): 100

d. Repeat question (c) but now by using the data set corresponding to your group. For this case, use *k* = 15 and *h* = 10.

Here we just modify the function ‘ite\_runtime’ by kk=15 and hh=10 instead of kk=5 and hh=3 in question (c).

> # iterative method

> ite\_runtime=function(h15\_inv,traindata,newdata){

+ kk=15 # each adding 15 samples

+ hh=10 # each remove 10 samples

># the number of iterations=5 if use 30 samples

+ d=round(dim(newdata)[1]/kk)

+ runtime=rep(0,d)

+

+ start\_time=proc.time() # recording runtime starts

+ for (i in 1:d){

+ hnk\_inv=HNK\_inv2(h15\_inv,traindata,newdata[((i-1)\*kk+1):(kk\*i),])

+ row\_h=hnk\_inv[1:hh,] # h rows of hnk\_inv

+ row\_n\_h=hnk\_inv[-(1:hh),] # last n-h rows of hnk\_inv

+ u11=row\_h[,1:hh] # U11

+ u12=row\_h[,-(1:hh)] # U12

+ u12\_t=row\_n\_h[,1:hh] # t(U12)

+ un\_h=row\_n\_h[,-(1:hh)] # D matrix

+ hn\_h\_inv=un\_h-u12\_t %\*% solve(u11) %\*% u12 # in eq(12)

+ # remove the oldest h and add new k ones

+ traindata=rbind(traindata[-(1:hh),],newdata[((i-1)\*kk+1):(kk\*i),])

+ h15\_inv= hn\_h\_inv

+ runtime[i]=proc.time() - start\_time

+ cat(i,"iterations","runtime=",runtime[i],"seconds","\n")

+ }

+ return(runtime)

+ }

Then, we can record the runtimes of 10 iterations as below.

> h1=k(data\_pos\_x[1,],data\_pos\_x[1,],sigma)+1/(2\*C)

> h1\_inv=solve(h1) # the inverse of H1

> h15\_inv=HNK\_inv2(h1\_inv,data\_pos\_x[1,],data\_pos\_x[2:15,])

> runtime1=ite\_runtime(h15\_inv,data\_pos\_x[1:15,],data\_pos\_x[16:165,])

1 iterations runtime= 1.88 seconds

2 iterations runtime= 4.13 seconds

3 iterations runtime= 6.8 seconds

4 iterations runtime= 9.79 seconds

5 iterations runtime= 12.69 seconds

6 iterations runtime= 14.96 seconds

7 iterations runtime= 17.39 seconds

8 iterations runtime= 21.13 seconds

9 iterations runtime= 25.75 seconds

10 iterations runtime= 30.73 seconds

Similarly, for the direct method, we use ‘Hn’ function to compute each new inverse of Hn directly through a ‘for’ loop as below.

> #direct method

> kk=15 # each adding 5 samples

> N=10 # the number of iterative=(165-16+1)/kk=10

> runtime2=rep(0,N) # record the runtime for direct method

> start\_time2 = proc.time()

>

> for (i in 1:N){

+ hn\_inv=solve(Hn(traind[1:(kk\*i),]))

+ runtime2[i]=proc.time()-start\_time2

+ cat(i,"iterations","runtime=",runtime2[i],"seconds","\n")

+ }

1 iterations runtime= 0.74 seconds

2 iterations runtime= 3.23 seconds

3 iterations runtime= 8.66 seconds

4 iterations runtime= 17.82 seconds

5 iterations runtime= 32.23 seconds

6 iterations runtime= 51.95 seconds

7 iterations runtime= 80.37 seconds

8 iterations runtime= 116.83 seconds

9 iterations runtime= 163.1 seconds

10 iterations runtime= 217.53 seconds

Finally, we compare and plot the results of runtimes in both methods as below.

#plot the runtimes of two methods

> x <- rep(1:N)

> plot(x,runtime2,type="l",col="blue",xlab="the number of iterations",

+ ylab="Runtime (s)", main="Runtime of the direct and iterative methods")

> #Add more data to the plot

> lines(x,runtime1,col="red") #add runtimes of iterative method

> legend(x=1,y=200,c("direct method","iterative method"),cex=1.,

+ col=c("blue","red"),lty=c(1,1)) #add legend

![](data:image/png;base64,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)

For the training and test accuracy in iterative method, we define a function ‘D\_inv1’ to get the inverse of H65, then use the inverse of H65 to compute the alpha vector and current radius R2, then use a ‘for’ loop to obtain the training and test accuracy as below. Note that the training set here contain 165 samples and the test set contains 31 samples.

Firstly, we define the function ‘D\_inv1’ based on ‘D\_inv’ and they are different in ‘kk’ and ‘hh’. The function ‘D\_inv1’ may help us output the final inverse of H65 after 10 iterations of adding ‘kk=15’ and removing ‘hh=10’ samples.

> D\_inv1=function(h5\_inv,traindata,newdata){

+ kk=15 # each adding 5 samples

+ hh=10 # each remove 3 samples

+ d=round(dim(newdata)[1]/kk) # the number of iterations

+ for (i in 1:d){

+ hnk\_inv=HNK\_inv2(h5\_inv,traindata,newdata[((i-1)\*kk+1):(kk\*i),])

+ row\_h=hnk\_inv[1:hh,] # h rows of hnk\_inv

+ row\_n\_h=hnk\_inv[-(1:hh),] # last n-h rows of hnk\_inv

+ u11=row\_h[,1:hh] # U11

+ u12=row\_h[,-(1:hh)] # U12

+ u12\_t=row\_n\_h[,1:hh] # t(U12)

+ un\_h=row\_n\_h[,-(1:hh)] # D matrix

+ hn\_h\_inv=un\_h-u12\_t %\*% solve(u11) %\*% u12 # inv(D) in eq(12)

+ # remove the oldest h and add new k ones

+ traindata=rbind(traindata[-(1:hh),],newdata[((i-1)\*kk+1):(kk\*i),])

+ h5\_inv=hn\_h\_inv

+ }

+ return(h5\_inv)

+ }

Use the inverse of H65 to compute the alpha vector and current radius R2, then use a ‘for’ loop to obtain the training accuracy as below.

> h1=k(data\_pos\_x[1,],data\_pos\_x[1,],sigma)+1/(2\*C) # H1

> h1\_inv=solve(h1) # the inverse of H1

> h15\_inv=HNK\_inv2(h1\_inv,data\_pos\_x[1,],data\_pos\_x[2:15,]) # H15

> hnk\_inv=D\_inv1(h15\_inv,data\_pos\_x[1:15,],data\_pos\_x[16:165,]) #H65

> alpha\_n=alpha1(hnk\_inv,data\_pos\_x[101:165,]) # iterative alpha\_n

> ap3=ap(alpha\_n,data\_pos\_x[101:165,]) # the constant term in R2 and dz

> r2=R2(alpha\_n,data\_pos\_x[101:165,],ap3) # trained radius R2

> ta=0 # set the counter of prediction

> for (i in 1:dim(data\_pos\_x[101:165,])[1]){

+ dz=DZ(alpha\_n,data\_pos\_x[101:165,],(data\_pos\_x[101:165,])[i,],ap3)

+ if (dz<=r2){

+ ta=ta+1

+ cat("n=",i,"It's a target","\n")}

+ else{

+ cat("n=",i,"It's an outlier","\n")}

+ }

n= 1 It's an outlier

n= 2 It's an outlier

……………..

n= 64 It's an outlier

n= 65 It's an outlier

> train\_accuracy=ta/dim(data\_pos\_x[101:165,])[1]

> cat(" Training accuracy(%):",train\_accuracy\*100,"\n")

Training accuracy(%): 47.69231

Similarly, we can obtain the test accuracy of iterative method as below by a ‘for’ loop.

> # compute the test accuracy in iterative method

> tt=0 # set the counter of prediction

> for (i in 1:dim(data\_neg\_x[1:31,])[1]){

+ dz=DZ(alpha\_n,data\_pos\_x[101:165,],(data\_neg\_x[1:31,])[i,],ap3)

+ if (dz<=r2){

+ tt=tt+1

+ cat("n=",i,"It's a target","\n")}

+ else{

+ cat("n=",i,"It's an outlier","\n")}

+ }

n= 1 It's an outlier

n= 2 It's an outlier

…………………….

n= 27 It's an outlier

n= 28 It's an outlier

n= 29 It's an outlier

n= 30 It's an outlier

n= 31 It's an outlier

> test\_accuracy=(dim(data\_neg\_x[1:31,])[1]-tt)/dim(data\_neg\_x[1:31,])[1]

> cat("Testing accuracy(%):",test\_accuracy\*100,"\n")

Testing accuracy(%): 100

For the training and test accuracy in direct method, we use the inverse of H165 to compute the alpha vector and current radius R2, then use a ‘for’ loop to obtain the training and test accuracy as below.

> ##compute the training accuracy in direct method

>

> hn\_inv=solve(Hn(data\_pos\_x[1:165,]))

> alpha\_n=alpha1(hn\_inv,data\_pos\_x[1:165,]) # iterative alpha\_n

> ap3=ap(alpha\_n,data\_pos\_x[1:165,])

> r2=R2(alpha\_n,data\_pos\_x[1:165,],ap3) # trained radius R2

> ta=0 # set the counter of prediction

> for (i in 1:dim(data\_pos\_x[1:165,])[1]){

+ dz=DZ(alpha\_n,data\_pos\_x[1:165,],(data\_pos\_x[1:165,])[i,],ap3)

+ if (dz<=r2){

+ ta=ta+1

+ cat("n=",i,"It's a target","\n")}

+ else{

+ cat("n=",i,"It's an outlier","\n")}

+ }

n= 1 It's a target

n= 2 It's an outlier

n= 3 It's a target

……

n= 163 It's an outlier

n= 164 It's an outlier

n= 165 It's an outlier

> train\_accuracy=ta/dim(data\_pos\_x[1:165,])[1]

> cat(" Training accuracy(%):",train\_accuracy\*100,"\n")

Training accuracy(%): 55.75758

Similarly, we can obtain the test accuracy of direct method as below by a ‘for’ loop.

> # compute the test accuracy in direct method

> tt=0 # set the counter of prediction

> for (I in 1:dim(data\_neg\_x[1:31,])[1]){

+ dz=DZ(alpha\_n,data\_pos\_x[1:165,],(data\_neg\_x[1:31,])[I,],ap3)

+ if (dz<=r2){

+ tt=tt+1

+ cat(“n=”,I,”It’s a target”,”\n”)}

+ else{

+ cat(“n=”,I,”It’s an outlier”,”\n”)}

+ }

n= 1 It’s an outlier

n= 2 It’s an outlier

n= 3 It’s an outlier

……..

n= 29 It’s an outlier

n= 30 It’s an outlier

n= 31 It’s an outlier

> test\_accuracy=(dim(data\_neg\_x[1:31,])[1]-tt)/dim(data\_neg\_x[1:31,])[1]

> cat(“Testing accuracy(%):”,test\_accuracy\*100,”\n”)

Testing accuracy(%): 100