**Why cycle detection algorithm differs in directed and undirected graphs ?**

<https://codeforces.com/blog/entry/91377>

Because having a cycle in a directed and an undirected graph isn't the same thing.

Suppose you have a 2-vertex undirected graph represented with the following adjacency list:

neighbors[0] = {1}

neighbors[1] = {0}

This graph doesn't have a cycle. It's just an edge.

Now interpret the same adjacency list as a directed graph. Now there is a cycle 0→1→0

**1. Detect Cycle in a Directed Graph using BFS [Topological Sort]**

/\*\*

Refer to

https://www.geeksforgeeks.org/detect-cycle-in-a-directed-graph-using-bfs/

The idea is to simply use Kahn’s algorithm for Topological Sorting

Steps involved in detecting cycle in a directed graph using BFS.

Step-1: Compute in-degree (number of incoming edges) for each of the vertex present in the

        graph and initialize the count of visited nodes as 0.

Step-2: Pick all the vertices with in-degree as 0 and add them into a queue (Enqueue operation)

Step-3: Remove a vertex from the queue (Dequeue operation) and then.

        Increment count of visited nodes by 1.

        Decrease in-degree by 1 for all its neighboring nodes.

        If in-degree of a neighboring nodes is reduced to zero, then add it to the queue.

Step 4: Repeat Step 3 until the queue is empty.

Step 5: If count of visited nodes is not equal to the number of nodes in the graph has cycle, otherwise not.

How to find in-degree of each node?

There are 2 ways to calculate in-degree of every vertex:

Take an in-degree array which will keep track of

1) Traverse the array of edges and simply increase the counter of the destination node by 1.

    for each node in Nodes

        indegree[node] = 0;

    for each edge(src,dest) in Edges

        indegree[dest]++

  Time Complexity: O(V+E)

2) Traverse the list for every node and then increment the in-degree of all the nodes connected to it by 1.

    for each node in Nodes

        If (list[node].size()!=0) then

        for each dest in list

            indegree[dest]++;

  Time Complexity: The outer for loop will be executed V number of times and the inner for loop will be

  executed E number of times, Thus overall time complexity is O(V+E).

  The overall time complexity of the algorithm is O(V+E)

\*/

  // Java program to check if there is a cycle in directed graph using BFS.

  class GFG {

      // Class to represent a graph

      static class Graph {

          int V; // No. of vertices'

          // Pointer to an array containing adjacency list

          Vector < Integer > [] adj;

          @SuppressWarnings("unchecked")

          Graph(int V) {

              // Constructor

              this.V = V;

              this.adj = new Vector[V];

              for (int i = 0; i < V; i++)

                  adj[i] = new Vector < > ();

          }

          // function to add an edge to graph

          void addEdge(int u, int v) {

              adj[u].add(v);

          }

          // Returns true if there is a cycle in the graph

          // else false.

          // This function returns true if there is a cycle

          // in directed graph, else returns false.

          boolean isCycle() {

              // Create a vector to store indegrees of all

              // vertices. Initialize all indegrees as 0.

              int[] in\_degree = new int[this.V];

              Arrays.fill(in\_degree, 0);

              // Traverse adjacency lists to fill indegrees of

              // vertices. This step takes O(V+E) time

              for (int u = 0; u < V; u++) {

                  for (int v: adj[u])

                      in\_degree[v]++;

              }

              // Create an queue and enqueue all vertices with

              // indegree 0

              Queue < Integer > q = new LinkedList < Integer > ();

              for (int i = 0; i < V; i++)

                  if (in\_degree[i] == 0)

                      q.add(i);

              // Initialize count of visited vertices

              int cnt = 0;

              // Create a vector to store result (A topological

              // ordering of the vertices)

              Vector < Integer > top\_order = new Vector < > ();

              // One by one dequeue vertices from queue and enqueue

              // adjacents if indegree of adjacent becomes 0

              while (!q.isEmpty()) {

                  // Extract front of queue (or perform dequeue)

                  // and add it to topological order

                  int u = q.poll();

                  top\_order.add(u);

                  // Iterate through all its neighbouring nodes

                  // of dequeued node u and decrease their in-degree

                  // by 1

                  for (int itr: adj[u])

                      if (--in\_degree[itr] == 0)

                          q.add(itr);

                  cnt++;

              }

              // Check if there was a cycle

              if (cnt != this.V)

                  return true;

              else

                  return false;

          }

      }

      // Driver Code

      public static void main(String[] args) {

          // Create a graph given in the above diagram

          Graph g = new Graph(6);

          g.addEdge(0, 1);

          g.addEdge(1, 2);

          g.addEdge(2, 0);

          g.addEdge(3, 4);

          g.addEdge(4, 5);

          if (g.isCycle())

              System.out.println("Yes");

          else

              System.out.println("No");

      }

  }

// Actually BFS implement on this way is Toplogical Sort, examples on below problems:

// CourseSchedule.java

**2. Detect cycle in an undirected graph using BFS**

<https://www.geeksforgeeks.org/detect-cycle-in-an-undirected-graph-using-bfs/>

// Java program to detect cycle in an undirected graph using BFS.

/\*\*

\* In this article, BFS based solution is discussed. We do a BFS traversal of the given graph.

\* For every visited vertex ‘v’, if there is an adjacent ‘u’ such that u is already visited

\* and u is not parent of v, then there is a cycle in graph. If we don’t find such an adjacent

\* for any vertex, we say that there is no cycle. The assumption of this approach is that

\* there are no parallel edges between any two vertices.

\*/

class Cycle {

    public static void main(String arg[]) {

        int V = 4;

        ArrayList < Integer > adj[] = new ArrayList[V];

        for (int i = 0; i < 4; i++)

            adj[i] = new ArrayList < Integer > ();

        addEdge(adj, 0, 1);

        addEdge(adj, 1, 2);

        addEdge(adj, 2, 0);

        addEdge(adj, 2, 3);

        if (isCyclicDisconntected(adj, V))

            System.out.println("Yes");

        else

            System.out.println("No");

    }

    static void addEdge(ArrayList < Integer > adj[], int u, int v) {

        adj[u].add(v);

        adj[v].add(u);

    }

    static boolean isCyclicConntected(ArrayList < Integer > adj[], int s, int V, boolean visited[]) {

        // Set parent vertex for every vertex as -1.

        int parent[] = new int[V];

        Arrays.fill(parent, -1);

        // Create a queue for BFS

        Queue < Integer > q = new LinkedList < > ();

        // Mark the current node as

        // visited and enqueue it

        visited[s] = true;

        q.add(s);

        while (!q.isEmpty()) {

            // Dequeue a vertex from

            // queue and print it

            int u = q.poll();

            // Get all adjacent vertices

            // of the dequeued vertex u.

            // If an adjacent has not been

            // visited, then mark it visited

            // and enqueue it. We also mark parent

            // so that parent is not considered

            // for cycle.

            for (int i = 0; i < adj[u].size(); i++) {

                int v = adj[u].get(i);

                if (!visited[v]) {

                    visited[v] = true;

                    q.add(v);

                    parent[v] = u;

                } else if (parent[u] != v)

                    return true;

            }

        }

        return false;

    }

    static boolean isCyclicDisconntected(ArrayList < Integer > adj[], int V) {

        // Mark all the vertices as not visited

        boolean visited[] = new boolean[V];

        Arrays.fill(visited, false);

        for (int i = 0; i < V; i++)

            if (!visited[i] && isCyclicConntected(adj, i, V, visited))

                return true;

        return false;

    }

}

Time Complexity:

The program does a simple BFS Traversal of graph and graph is represented using adjacency list.

So the time complexity is O(V+E)

**3. Detect cycle in an undirected graph using DFS**

<https://www.geeksforgeeks.org/detect-cycle-undirected-graph/>

We have discussed cycle detection for directed graph. We have also discussed a union-find algorithm for cycle detection in undirected graphs. The time complexity of the union-find algorithm is O(ELogV). Like directed graphs, we can use DFS to detect cycle in an undirected graph in O(V+E) time. We do a DFS traversal of the given graph. For every visited vertex ‘v’, if there is an adjacent ‘u’ such that u is already visited and u is not parent of v, then there is a cycle in graph. If we don’t find such an adjacent for any vertex, we say that there is no cycle. The assumption of this approach is that there are no parallel edges between any two vertices.

Similar as detect cycle in undirected graph using BFS by setup a parent value (initialize as -1) which enables trace back on the graph

// This class represents a directed graph using adjacency list representation

class Graph {

    private int V; // No. of vertices

    private LinkedList < Integer > adj[]; // Adjacency List Represntation

    // Constructor

    Graph(int v) {

        V = v;

        adj = new LinkedList[v];

        for (int i = 0; i < v; ++i)

            adj[i] = new LinkedList();

    }

    // Function to add an edge into the graph

    void addEdge(int v, int w) {

        adj[v].add(w);

        adj[w].add(v);

    }

    // A recursive function that uses visited[] and parent to detect

    // cycle in subgraph reachable from vertex v.

    Boolean isCyclicUtil(int v, Boolean visited[], int parent) {

        // Mark the current node as visited

        visited[v] = true;

        Integer i;

        // Recur for all the vertices adjacent to this vertex

        Iterator < Integer > it = adj[v].iterator();

        while (it.hasNext()) {

            i = it.next();

            // If an adjacent is not visited, then recur for that

            // adjacent

            if (!visited[i]) {

                if (isCyclicUtil(i, visited, v))

                    return true;

            }

            // If an adjacent is visited and not parent of current

            // vertex, then there is a cycle.

            else if (i != parent)

                return true;

        }

        return false;

    }

    // Returns true if the graph contains a cycle, else false.

    Boolean isCyclic() {

        // Mark all the vertices as not visited and not part of

        // recursion stack

        Boolean visited[] = new Boolean[V];

        for (int i = 0; i < V; i++)

            visited[i] = false;

        // Call the recursive helper function to detect cycle in

        // different DFS trees

        for (int u = 0; u < V; u++)

            if (!visited[u]) // Don't recur for u if already visited

                if (isCyclicUtil(u, visited, -1))

                    return true;

        return false;

    }

    // Driver method to test above methods

    public static void main(String args[]) {

        // Create a graph given in the above diagram

        Graph g1 = new Graph(5);

        g1.addEdge(1, 0);

        g1.addEdge(0, 2);

        g1.addEdge(2, 1);

        g1.addEdge(0, 3);

        g1.addEdge(3, 4);

        if (g1.isCyclic())

            System.out.println("Graph contains cycle");

        else

            System.out.println("Graph doesn't contains cycle");

        Graph g2 = new Graph(3);

        g2.addEdge(0, 1);

        g2.addEdge(1, 2);

        if (g2.isCyclic())

            System.out.println("Graph contains cycle");

        else

            System.out.println("Graph doesn't contains cycle");

    }

}

**4. Detect Cycle in a Directed Graph using DFS [Backtracking]**

<https://www.geeksforgeeks.org/detect-cycle-in-a-graph/>

class Graph {

    private final int V;

    private final List < List < Integer >> adj;

    public Graph(int V) {

        this.V = V;

        adj = new ArrayList < > (V);

        for (int i = 0; i < V; i++)

            adj.add(new LinkedList < > ());

    }

    // This function is a variation of DFSUtil() in

    // https://www.geeksforgeeks.org/archives/18212

    private boolean isCyclicUtil(int i, boolean[] visited, boolean[] recStack) {

        // Mark the current node as visited and

        // part of recursion stack

        if (recStack[i])

            return true;

        if (visited[i])

            return false;

        visited[i] = true;

        recStack[i] = true;

        List < Integer > children = adj.get(i);

        for (Integer c: children)

            if (isCyclicUtil(c, visited, recStack))

                return true;

        recStack[i] = false;

        return false;

    }

    private void addEdge(int source, int dest) {

        adj.get(source).add(dest);

    }

    // Returns true if the graph contains a cycle, else false.

    // This function is a variation of DFS() in

    // https://www.geeksforgeeks.org/archives/18212

    private boolean isCyclic() {

        // Mark all the vertices as not visited and

        // not part of recursion stack

        boolean[] visited = new boolean[V];

        boolean[] recStack = new boolean[V];

        // Call the recursive helper function to

        // detect cycle in different DFS trees

        for (int i = 0; i < V; i++)

            if (isCyclicUtil(i, visited, recStack))

                return true;

        return false;

    }

    // Driver code

    public static void main(String[] args) {

        Graph graph = new Graph(4);

        graph.addEdge(0, 1);

        graph.addEdge(0, 2);

        graph.addEdge(1, 2);

        graph.addEdge(2, 0);

        graph.addEdge(2, 3);

        graph.addEdge(3, 3);

        if (graph.isCyclic())

            System.out.println("Graph contains cycle");

        else

            System.out.println("Graph doesn't " + "contain cycle");

    }

}

// The DFS implement examples on below problems: CourseSchedule.java

**Why should we use a recursion stack even if already have a visited boolean array when we determine cycle in a directed graph ?**

**Refer to**

<https://www.quora.com/Why-should-we-use-a-recursion-stack-in-spite-of-a-visited-boolean-array-when-we-determine-cycle-in-a-graph-directed-undirected>

**Using Boolean array for determining cycle, works only with undirected graph. This is because if we visit a node twice in an undirected graph, we can be sure that the graph is cyclic.**

**But a directed graph, requires use of stack. Take for example:**

![image.png](data:image/png;base64,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)

Step 1.visited array initially: 0 0 0 0

Step 2.visit A: 1 0 0 0

Step 3.visit B: 1 1 0 0

Step 4.visit D: 1 1 0 1

**Step 5.Traceback D -> B -> A**

Step 6.visit C: 1 1 1 1

**Step 7.visit D: 1 1 1 [1] -> D visited twice**

**Now D has been visited before so the algorithm will declare the graph to be cylic, but the graph clearly is not cyclic.**

**Explain:**

**If in Step 5 we only use a visited boolean array to record the each node status (visited or not), then when go into Step 7 we will visit D again, if following same logic for undirected graph "if we visit a node twice in an undirected graph, we can be sure that the graph is cyclic.", which result as declare a cycle exists.**

**But actually not, how to fix? Introduce another boolean array besides visited boolean array, name it recursion stack to record the actual node status during recursion with backtracking technology.**

**So in Step 5 we will do backtrack on route D -> B -> A as below to clean up node status such as remove it out of recursion stack:**

**Initial status of recursion stack (top -> bottom): D -> B -> A**

**Step 1: Remove D from recursion stack, stack status: B -> A**

**Step 2: Remove B from recursion stack, stack status: A**

**Step 3: Remove A from recursion stack, stack status: empty**

**Now after backtrack, we will start as a fresh route from A -> C -> D, which is 0 0 0 0 -> 1 0 0 0 -> 1 0 1 0 -> 1 0 1 1, this time it is correct, we didn't visit D twice now, no cycle detect**

**Refer to Deepseek**

**R1 logic:**

Okay, let's see. The user is asking why we need a recursion stack in addition to a visited array when detecting cycles in a directed graph. The previous answer tried to explain it, but the user found another explanation and wants a better one.

Hmm, the example given in the Quora link is about a directed graph where using just a visited array would falsely detect a cycle. Let me parse that example again. The graph is A -> B -> D, and A -> C -> D. So there's no cycle here. If you traverse A->B->D, then backtrack and go A->C->D, D is already marked as visited. If the algorithm checks only the visited array, when it reaches D again from C, it would think there's a cycle because D was visited before. But in reality, D is part of a different path, not a cycle. So the problem is that the visited array alone can't distinguish between nodes visited in the current path versus other paths.

So the key point here is that in directed graphs, a node can be part of multiple paths, and a cycle exists only if a node is revisited in the same path. The recursion stack keeps track of the current traversal path. When backtracking, nodes are removed from the recursion stack, indicating they're no longer part of the current path. This way, when D is visited again via a different path (A->C->D), the recursion stack for the current path (A->C->D) doesn't have D until it's added again. Since D was already in the visited array from the previous path (A->B->D), but not in the current recursion stack, it's allowed. Thus, the recursion stack helps differentiate between revisiting a node in the same path (cycle) versus a different path (no cycle).

In contrast, undirected graphs don't have this issue because each edge is bidirectional. If you visit a node twice, there's definitely a cycle since you can go back along the same edge. But in directed graphs, edges are one-way, so a node can be reachable via multiple distinct paths without forming a cycle. Hence, the recursion stack is necessary to track the current path and avoid false cycle detection.

So the user's example illustrates that without the recursion stack, the visited array would incorrectly flag a cycle when a node is visited again via a different path. By using the recursion stack (which is dynamically updated during the DFS traversal and backtracking), we ensure that only the current path is checked for cycles. When backtracking, nodes are removed from the recursion stack, so subsequent visits to the same node via different paths don't trigger a cycle detection unless they're part of the same recursive path.

Therefore, the recursion stack is essential for directed graphs to track the current traversal path, while the visited array prevents redundant processing of nodes across different paths. Combining both ensures accurate cycle detection without false positives.

You're absolutely correct. The key distinction lies in how directed graphs require tracking the current traversal path to avoid false cycle detection, which isn't necessary for undirected graphs. Let’s break this down with clarity:

**Why the Visited Array Alone Fails for Directed Graphs**

In undirected graphs, a node being visited twice always implies a cycle (since edges are bidirectional). However, in directed graphs, a node can be visited multiple times through different paths without forming a cycle. The visited array alone cannot distinguish between these two scenarios:

**Example:**

Consider the directed graph:

A → B → D

↓ ↓

C → D

Path 1: A → B → D

Path 2: A → C → D

If we use only a visited array:

After exploring Path 1, D is marked as visited.

When exploring Path 2, D is already visited.

A naive algorithm would falsely conclude a cycle exists because D was visited twice.

This is incorrect, as the graph has no cycle (all edges flow forward).

**The Role of the Recursion Stack**

The recursion stack (recStack[]) tracks the current DFS traversal path dynamically. When backtracking, nodes are removed from the stack, ensuring that only nodes in the current path are checked for cycles.

**How It Fixes the Problem:**

During Path 1 (A → B → D):

recStack holds [A, B, D].

When backtracking, D, B, and A are removed from recStack.

During Path 2 (A → C → D):

recStack holds [A, C, D].

Even though D is marked as visited, it’s not in the current recStack, so no cycle is detected.

This ensures that visiting D again through a different path does not trigger a false cycle.

**Key Differences: Undirected vs. Directed Graphs**

|  |  |  |
| --- | --- | --- |
| **Scenario** | **Undirected Graph** | **Directed Graph** |
| Node visited twice | Cycle (always) | Not necessarily a cycle |
| Edge direction | Bidirectional | Unidirectional |
| Required Tracking | visited[] | visited[]  +  recStack[] |

**Why Undirected Graphs Don’t Need recStack[]**

In undirected graphs:

If you visit a node u from v, you must also traverse back from u to v (due to bidirectionality).

A visited node encountered again must be a parent node (trivial) or a cycle.

Thus, visited[] suffices.

**Summary**

Visited Array (visited[]):

Recursion Stack (recStack[]):

By combining both, we ensure correct cycle detection in directed graphs. The recursion stack is critical because it enforces the rule:

A cycle exists only if a node is revisited \*within the same traversal path\*.

**Based on above theory, please evaluate below example solution, if it clearly explain the situation ?**

Okay, let me try to understand the problem here. The user is asking to evaluate whether the provided Java code correctly explains the situation of detecting cycles in a directed graph using both a visited array and a recursion stack. Based on the previous conversation, the key point is that in directed graphs, you need the recursion stack to track the current path, unlike undirected graphs where a visited array alone suffices.

First, I'll look at the code structure. The Graph class has an adjacency list, and the isCyclic method uses two boolean arrays: visited and recStack. The isCyclicUtil method is a recursive helper that performs DFS.

Let me walk through the code step by step. When isCyclic is called, it initializes both arrays. Then, for each vertex, it calls isCyclicUtil if the vertex hasn't been visited yet.

In isCyclicUtil, the first check is if the current node is already in the recursion stack (recStack[i]). If yes, it returns true, indicating a cycle. Then it checks if the node is already visited; if so, returns false. Then it marks the node as visited and adds it to recStack. It then recursively checks all children. After processing children, it removes the node from recStack (by setting it to false) before backtracking.

Wait, in the example from the user's previous question, where there's a graph with A->B->D and A->C->D, the code should not detect a cycle. Let me see how this code would handle that. Suppose the nodes are 0 (A), 1 (B), 2 (C), 3 (D). The edges are 0→1, 0→2, 1→2, 2→0, 2→3, 3→3. Wait, in this specific code's main method, the graph has an edge from 2 to 0, which creates a cycle (0→1→2→0). Also, node 3 has a self-loop. So in this case, the code should correctly detect a cycle. But the user's example earlier was about a graph without a cycle, where a naive visited array would falsely detect a cycle. So maybe the code's example isn't the best, but the code itself is correct.

Wait, in the code's main method, the graph does have cycles. The edge 2→0 creates a cycle between 0,1,2. Also, node 3 has a self-loop. So when the code runs, it should print that a cycle exists, which is correct. But the user's previous example was about a graph without a cycle where using only visited would fail. Let's check if the code would handle that correctly.

Take the example where the graph is A→B→D, A→C→D. So nodes 0 (A), 1 (B), 2 (C), 3 (D). Edges: 0→1, 1→3, 0→2, 2→3. This graph is a DAG with no cycles. Let's simulate how the code would process this.

Starting with node 0 (A). visited is all false. recStack is all false. isCyclicUtil(0, visited, recStack) is called. recStack[0] is false, visited[0] is false. Mark visited[0] as true, recStack[0] as true. Then check children 1 and 2.

First child 1: isCyclicUtil(1, ...). recStack[1] is false, visited[1] is false. Mark visited[1], recStack[1]. Its child is 3. Call isCyclicUtil(3). Mark visited[3], recStack[3]. 3 has no children. Return false. Backtrack, recStack[3] is set to false. Then return from 1's loop, recStack[1] is false. Back to node 0, process next child 2. recStack[2] is false, visited[2] is false. Mark it. Its child is 3. Now, visited[3] is already true. So the check in isCyclicUtil for 3: since recStack[3] is false (because after backtracking from the first path, recStack[3] was reset), and visited[3] is true, so returns false. So no cycle detected. Thus, the code correctly doesn't detect a cycle here. So the code works in that case.

But why? Because when processing node 3 through the second path (A→C→D), even though visited[3] is true, since recStack[3] was already reset when backtracking from the first path (A→B→D), the code doesn't mistake it for a cycle. The recStack ensures that only nodes in the current path are considered. So the code correctly uses both arrays.

Another test case: the user's initial example where A→B→D and A→C→D, no cycle. The code would process node 0, mark it as visited and in recStack. Process child 1 (B), mark visited and recStack. Then child 3 (D), mark visited and recStack. D has no children, backtrack, recStack[3] reset. Then backtrack from B, recStack[1] reset. Back to A, process next child 2 (C). Mark visited and recStack. Child is 3 (D), which is visited but recStack[3] is false. So returns false. So no cycle detected. Correct.

But in the code provided, the example graph does have cycles, so the code correctly detects them. The code's logic seems solid. The key part is that after backtracking, recStack is reset, allowing nodes to be part of different paths without causing false positives.

Potential issues: The code's recStack is a boolean array, not an actual stack structure, but it works because during recursion, the order of setting and unsetting recStack[i] mimics the stack behavior. Each recursive call sets recStack[i] to true before processing children and sets it back to false after. This correctly tracks the current path.

Another thing to check: what if a node is part of multiple cycles? For example, two separate cycles. The code should still detect them as long as the DFS explores those paths.

So, in conclusion, the code correctly implements cycle detection for directed graphs by using both the visited array to avoid reprocessing nodes and the recStack to track the current path. The example in the code's main method does contain cycles, and the code would correctly identify them. The logic aligns with the theory discussed earlier.

The provided code correctly implements cycle detection in a directed graph using both a visited array and a recStack (recursion stack). Here's the breakdown:

**Key Strengths of the Code**

Correct Use of visited and recStack:

visited[]: Tracks nodes processed in \*any\* path to avoid redundant work.

recStack[]: Tracks nodes in the \*current DFS traversal path\* to detect back edges (cycles).

Backtracking with recStack:

When backtracking, recStack[i] is reset to false, ensuring nodes from previous paths don’t falsely trigger cycles in subsequent paths.

Example: In the graph A → B → D and A → C → D, after backtracking from A → B → D, recStack for B and D is cleared. When exploring A → C → D, D is marked as visited but not in the current recStack, so no cycle is detected.

Handling Self-Loops and Complex Cycles:

The code detects self-loops (e.g., 3 → 3) and cycles like 0 → 1 → 2 → 0 in the example graph.

**Example Walkthrough (Code’s Main Method)**

The graph in main has edges:

0 → 1, 0 → 2

1 → 2

2 → 0 (cycle!), 2 → 3

3 → 3 (self-loop)

Cycle 1: 0 → 1 → 2 → 0 (detected when DFS reaches 2 → 0, where 0 is in recStack).

Cycle 2: 3 → 3 (self-loop).

The code correctly prints "Graph contains cycle".

**Why It Works for Directed Graphs**

Scenario 1: Node Revisited in a Different Path

D is marked visited after the first path, but recStack[D] is reset.

In the second path, D is visited but not in recStack, so no false cycle is detected.

Scenario 2: Node Revisited in the Same Path

When 2 → 0 is processed, 0 is already in recStack, triggering a cycle.

**Code Limitations**

Efficiency: The recStack array is a valid approach, but an explicit stack data structure could improve clarity.

Thread Safety: Not thread-safe due to shared visited and recStack arrays (but acceptable for single-threaded use).

**Conclusion**

The code correctly explains and implements cycle detection in directed graphs by:

Using visited[] to skip already processed nodes.

Using recStack[] to track the current DFS path and detect back edges.

It avoids false positives (e.g., revisiting nodes in different paths) and correctly identifies true cycles (e.g., loops in the same path or self-loops). The example in main demonstrates this effectively.

**5. Why DFS and not BFS for finding cycle in graphs**

<https://stackoverflow.com/questions/2869647/why-dfs-and-not-bfs-for-finding-cycle-in-graphs>