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### 摘要

我们知道单模式匹配的经典算法kmp可以解决两个串之间的匹配，即模式串与文本串匹配。然后面对有多个模式串的时候，这样匹配就十分消耗时间，复杂度为O(n\*(n+m))。于是AC自动机就是解决这类问题。在数据结构中，有个经典的数据结构为Trie，又称字典树。我们通过对多个模式串建立Trie，对于Trie的每个节点我们都有一个类似kmp中next数组的fail指针。Fail指针指向当前模式串且以当前点结尾的所有后缀与Trie上的所有前缀的匹配的最长位置。有了这个我们就可以在Trie上进行类似kmp的匹配，从而完成多模式匹配。复杂度为O(n)。
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### 概述

模式匹配算法是信息领域中的重要内容，广泛应用于文本检索，网络入侵检测系统，病毒检测，信息检索，计算机生物学等领域。

模式串匹配可以分为单模式匹配和多模式匹配。其中单模式匹配有个经典的算法是Knuth-Morris-Pratt算法，简称kmp算法。在这个算法中，我们有一个文本串和一个模式串。我们需要的是求模式串与文本串的匹配。当然，直接匹配的时间复杂度有O(n\*m)，所以我们需要对模式串处理。在kmp算法中，有个重要思想，next数组。其表示在当前位置后缀与前缀的最大匹配。所以我们对模式串预处理好next数组。那么在模式串与文本串失配的时候，我们利用next数组将模式串匹配指针跳转到相应位置。因为前面的部分字符我们匹配过了，所以无需重复匹配。这样可以在O(n+m)的时间复杂度解决匹配问题。当然，一旦有两个或两个以上的模式串与文本串匹配，我们可以对每个模式串与文本串进行一次kmp，这样的复杂度为O(n\*(n+m))。但是这个时间复杂度太高，我们发现模式串与模式串之间有一定联系，在文本串与当前模式串匹配时，可能也可以与另一个模式串匹配，那么如果可以通时进行匹配，那么就可以节省很多时间。这时，有个经典的数据结构—Trie。我们可以对所有模式串建立个Trie。Trie每个节点到根节点都是众多模式串中的一个前缀。接下来我们还要在Trie上实现一个类似next数组的fail指针，这样我们就可以在失配时，通过fail指针去转移，从而完成匹配，复杂度为O(n)。

### 相关概念

#### (1).Trie

Trie又称前缀树或字典树，是一种有序树，用于保存关联数组，其中的键通常是字符串。对于Trie的每个节点，其到根节点路径上的所有结点组成的串是这个Trie的前缀。Trie可以由一个或者多个字符串构建而成，对于两个具有相同前缀的串，它们在Trie里具有部分重叠节点。

Trie一般是从一个空树开始构建，然后对于每个串依次插入Trie。如果插入串的前缀与Trie的某一前缀有最大匹配，那么从匹配的最后一个节点下将剩下未匹配的插入串部分接上。如下图串”aacb”，在插入这个串前，我们可以知道Trie中存在前缀”aa”，所以我们只需要将”cb”接在最后一个节点下面即可。

例如”aa”,”abab”,”aacb”,”abac”四个串构建的字典树如下:

**图2.1 Trie构建**

#### (2).fail指针

在AC自动机中，存在类似kmp中next数组的工具—fail指针。Fail指针指向当前节点所代表的串的后缀与Trie的所有前缀的最大匹配的位置。

下图是以上文构建的Trie为基础构建的,图中带箭头的曲线为fail指针。

**图2.2 fail指针构建**

其实上图是理想状态的fail指针。正常在构建fail指针时，是使当前节点的fail指针指向父节点的fail指针所指向的节点下面的子节点。这样存在一种情况是父节点的fail指针所指向的节点下面的相应子节点不存在。于是，在构建fail指针的过程中，对于Trie中没有的节点，我们可以建立相应的虚点。所谓虚点为原Trie中不存在的点，没有自己的编号，其编号是其父节点的fail指针所指向的节点下的相应子节点的编号。虚点目的是为了辅助fail指针的建立。当父节点的fail指针所指向的节点下面相应子节点不存在，那么可以指向相应的虚点。其实我们发现这个虚点具有继承性，它始终会指向一个实点（原Trie上的点）。所以fail指针可以通过父节点的fail指针继承下来。

#### (3)多模式匹配

具有多个模式串和一个文本串，现在需要知道这些模式串在文本串中的匹配。这种匹配方式为多模式匹配。

### 详细实现

下面以文本串中出现的模式串的个数为例。（文本串中出现过则记一次）

#### (1)相关结构体

struct tree//字典树

{

int fail;//失配指针

int vis[26];//子节点

int end;//统计以该节点结尾的字符串数量

}AC[N];

#### (2)建立Trie

inline void insert(string s)//向字典树上插入字符串

{

int length = s.length();//获取字符串长度

int now = 0;//初始化插入位置

for(int i = 0; i < length; i ++)

{

if(!AC[now].vis[s[i] - 'a'])//当前位置的子节点无这个字符

AC[now].vis[s[i] - 'a'] = ++ cnt;//分配编号

now = AC[now].vis[s[i] - 'a'];//移动到这个子节点位置

}

AC[now].end ++;//统计以now位置结束的模式串数量

}

因为Trie中，不同串的公共前缀的节点具有相同编号。而一位一位插入这个字符的过程相当于找最长前缀匹配的过程。对于无法匹配的，即无这个节点，所以需要分配编号，建立这个节点。

#### (3)获取fail指针

void get\_fail()//构建fail指针

{

queue <int> Q;//用队列去广度遍历Trie

for(int i = 0; i < 26; i ++)

{

if(AC[0].vis[i] != 0)//与根节点直接相连的点入队

{

AC[AC[0].vis[i]].fail = 0;

Q.push(AC[0].vis[i]);

}

}

while(!Q.empty())

{

int u = Q.front();//取队首元素

Q.pop();//队首元素出队

for(int i = 0; i < 26; i ++)

{

if(AC[u].vis[i] != 0)//遍历到实点

{

AC[AC[u].vis[i]].fail = AC[AC[u].fail].vis[i];//等于父节点的fail指针所指向的节点的相同字符子节点

Q.push(AC[u].vis[i]);//入队

}

else

AC[u].vis[i] = AC[AC[u].fail].vis[i];//构建虚点

}

}

}

如果父节点的fail指针所指向的节点下无相同字符的实点，那就指向相同字符的虚点。容易发现虚点具有继承性，且终究会指向一个实点。所以对fail指针的构建起到了很大的作用。

#### (4)匹配文本串

int AC\_Query(string s)//多模式匹配

{

int length = s.length(), now = 0, ans = 0;

for(int i = 0; i < length; i ++)

{

now = AC[now].vis[s[i] - 'a'];//沿Trie往下匹配

for(int t = now; t && AC[t].end != -1; t = AC[t].fail)//跳转fail指针

{

ans += AC[t].end;

AC[t].end = -1;//出现过的模式串不能重复计算

}

}

return ans;

}

我们发现沿Trie匹配部分相当于文本串的前缀，而fail指针跳转的是这个前缀的后缀与Trie的所有前缀的最大匹配。所有相当于这个文本串的这个子串与这Trie匹配。若跳转位置有end标记，即为模式串，说明文本串的子串与某一模式串匹配成功。时间复杂度为O(n)。

### 结论分析与扩展

对于上面的例子，我们发现可以在O(n)的时间复杂度内求解。然而如果是求每个模式串在文本串中出现的次数，我们会发现这个查询过程的复杂度超过O(n)。因为每次都是需要跳转fail指针，直到跳转到根节点。

如果我们在Trie中只保留fail指针，那么剩下的这个fail图为一个有向无环图。

**图4.1 fail图**

由于重复跳转某一位置，导致复杂度变大，我们采用拓扑排序的方式遍历这个fail图，从而实现某一位置只遍历一次。这样复杂度又回归O(n)。

相关代码：

struct Tree //Trie结构体

{

int fail;

int vis[26];

int end;//标记模式串结尾

int ans;//记录当前位置被遍历的次数

}AC[N];

int cnt, num[N], Mp[N], inq[N];//inq为记录入度的数组

inline void insert(string s, int id)

{

int length = s.length(), now = 0;

for(int i = 0; i < length; i ++)

{

if(!AC[now].vis[s[i] - 'a'])

AC[now].vis[s[i] - 'a'] = ++ cnt;//分配编号

now = AC[now].vis[s[i] - 'a'];

}

if(!AC[now].end)

AC[now].end = id;

Mp[id] = AC[now].end;//对于重复模式串记录模式串结尾的Trie编号

}

void get\_fail()//获取fail指针

{

queue <int> Q;

for(int i = 0; i < 26; i ++)

{

if(AC[0].vis[i] != 0)//对于与根节点直接相连的节点加入队列

{

inq[0] ++;//入度加一

AC[AC[0].vis[i]].fail = 0;

Q.push(AC[0].vis[i]);

}

}

while(!Q.empty())

{

int u = Q.front();

Q.pop();

for(int i = 0; i < 26; i ++)

{

if(AC[u].vis[i] != 0)

{

AC[AC[u].vis[i]].fail = AC[AC[u].fail].vis[i];

inq[AC[AC[u].fail].vis[i]] ++;//fail所指向的节点入度加一

Q.push(AC[u].vis[i]);

}

else

AC[u].vis[i] = AC[AC[u].fail].vis[i];//构建虚点

}

}

}

void AC\_Query(string s)

{

int length = s.length(), now = 0;

for(int i = 0; i < length; i ++)

{

now = AC[now].vis[s[i] - 'a'];

AC[now].ans ++;//先将文本串在Trie的匹配处理出来

}

}

void topu()//拓扑排序

{

queue <int> Q;

for(int i = 0; i <= cnt; i ++)

if(!inq[i])//入度为零的点入队

Q.push(i);

while(!Q.empty())

{

int u = Q.front();

Q.pop();

num[AC[u].end] = AC[u].ans;//这个位置被遍历的次数

int v = AC[u].fail;

inq[v] --;//入度减一

AC[v].ans += AC[u].ans;//fail指针指向的节点继承父节点的遍历次数，因为按照原来的思路，每次都会遍历fail指针，直到根节点。

if(!inq[v])//入度为零继续入队

Q.push(v);

}

}

通过上面两个例子可知，AC自动机在多模式匹配方面有巨大优势，其时间复杂度稳定在O(n)，在第二个例子中，我们甚至用到了fail指针组成的fail图。通过这个fail图我们可以很快的进行多模式匹配，减少了时间的浪费。当然对于正常的求模式串是否在文本串中出现，我们就可以类似第一个例子，在匹配过程中进行跳转fail指针，边遍历边标记，复杂度也是O(n)。

总之，AC自动机可以在线性时间内解决多模式匹配问题。但由于我们对每个节点下都建立了26个节点（实点和虚点）。所以空间复杂度为S(26\*Max(模式串的长度))。可以发现这样消耗的空间是比较多了，所以可以在空间上进行一些优化。
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