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Abstract. The main arguments of the chapter are that frequency or predictability effects are most appropriately applied within constructions, and that prefab status can lead to phonetic effects independently of frequency. The analysis uses tokens of adjective-noun sequences taken from conversational corpora. Study 1 applies diagnostics for conventionalization to establish prefab vs. free combination status in 239 bigrams. As expected from previous research, the criterion of non-compositional meaning gives clear results, while the criterion of fixedness runs into difficulties, especially as clusters of related prefabs are revealed. Study 2 examines the effect of prefab status vs. the effect of bigram frequency on the duration of the vowel in the adjective. Both prefab status and high bigram frequency lead to a shorter vowel, though the effect is not statistically significant.

1. Background

Of the many types of multiword expressions identified in the literature, the current study focusses on a small, structurally defined set of possible prefabricated sequences (prefabs), in particular, attributive adjective-noun sequences as used in American English conversation. The paper examines the role of frequency of use (derived from various sorts of predictability measures) in contrast to the role of meaning and conventionalization in the formation and processing of prefabs. Both types of measures come with their challenges and our goal here is to discuss these challenges as we try to apply the two approaches to a small set of ten adjectives as used in excerpts from American English conversation.

Various tests have been applied to determine the role that multiword expressions play in linguistic processing. The experimental literature examines reaction times in acceptability judgment or reading tests (Ellis et al. 2008, Gyllstad & Wolter 2014, Wolter & Yamashita 2018), as well as in priming experiments (Durrant & Doherty 2010). The latter authors argue that priming between words in a collocation indicates a mental record of their instances of co-occurrence. In another thread in the literature, researchers use spoken corpora to measure word duration and / or consonant and vowel reduction in word sequences that are in different probability relations (for example, Word 1does or does not predict Word 2) (Bell et al. 2009). More recent research has shown that the phonetic properties of a word reflect its cumulative contexts of use over time (Seyfarth 2014), leading to the finding that, for example, more predictable words grow shorter (Sóskuthy & Hay 2017).

In this contribution, we evaluate frequency and predictability-derived explanations of sequential processing vs. explanations that take into account syntactic context and meaning relations. Our data come from a study of vowel duration in adjectives which shows that the vowels in adjectives in attributive constructions are significantly shorter than those used in predicative constructions (Bybee & Napoleão de Souza 2019). Using the data on adjectives in attributive constructions, this paper first examines the results of corpus-based predictability studies and evaluates the likelihood that the results of such studies provide insights into storage and processing if they do not take into account grammatical factors such as the location of words within constructions of different types. Next, in Study 1 the discussion considers 237 adjective noun (AN) types taken from conversation in order to evaluate criteria for determining if a bigram has features of conventionalization as proposed in the literature (especially, Pawley & Syder 1983, Erman & Warren 2000, Wray 2002, Corrigan et al. 2009). We chose to use the term ‘prefab’ (= prefabricated expression) in our discussion, because we view such conventionalized expressions as chunks for the purposes of storage, production and comprehension (Bybee 1998, 2010). Using the resulting classification for prefab status, but controlling for frequency, in Study 2 we test whether the vowel in the adjective is shorter if it occurs in a prefab than in a novel pairing of AN. The results indicate that prefab status does have some impact on vowel duration in attributive constructions independently of frequency of use.

* 1. The role of frequency in the creation and processing of multiword expressions

One source of interest in multiword expressions (MWE) derived from corpus studies, which showed that certain strings of words tend to recur. Thus frequency of occurrence in a corpus can be an identifier of collocations (Jones & Sinclair 1974) and lexical bundles (Biber et al. 1999). As texts and corpora are created by language users, it is proposed that such recurring expressions are also characterized as cognitive or production units that, as Pawley and Syder (1983) put it, have the effect of producing nativelike selection and nativelike fluency (see also Siyanova-Chanturia & Martinez 2015). Only by being entrenched in memory storage can such units be recognized as conventional and at the same time serve to facilitate production and comprehension (Langacker 2008). Ellis (1996) points out that such units are the result of the domain-general process of chunking by which memory is organized into recurring sequences. Bybee (1998, 2002, 2010) argues further that the sequential chunks of language use are the basis of constructions and constituent structure.

From a cognitive-processing perspective, it has not been established how much repetition is required to form a linguistic chunk. Certainly, high levels of repetition lead to routinization and the formation of constructions, to grammaticalization, to semantic / pragmatic change and phonological reduction (Bybee 2003, Haiman 1994, Croft 2000). But it is undeniable that there are many word sequences recognized as conventionalized that are relatively low frequency. For example, the phrase *vanishingly rare* occurs only 13 times in the 600 million word COCA corpus (Davies 2008-) compared to another possible MWE *broad spectrum* which occurs 521 times. Hoffman (2004) argues that grammaticalization can also occur among phrases or constructions that are not of high frequency. He proposes that if a certain phrase is conventionalized as the preferred way of expressing a concept in a certain speech community, then it may be more salient than its frequency in corpora would predict. Conventionalization comes about by tacit agreement among speech participants, but only one or two repetitions may be enough to establish that agreement, as evidenced by the fact that language users command rare words and idioms that are infrequent, but widely known (Wray 2002:30-31).

Thus frequency, while surely a factor in the processing of MWEs, is not the only factor that leads to entrenchment (Wray 2002, Schmid 2017). Rather text frequency interacts with cultural conventions established for the specific referents of MWEs, sometimes leading to special meanings. The two factors of text frequency and preferred means of expression may be partly independent since conventionalized expression is possible in both high and low frequency phrases, and chunking in phrases of extreme high frequency may take place quite independently of the meaning of the chunk or its components. Bybee (2002) points out frequent repetition of items in sequence can lead to their phonological fusion even if the result is not semantically coherent. In many European languages, prepositions fuse with determiners (Spanish *de + el > del* ‘of the [masc.)]’ and *a + el > al ‘*to the [masc.]’), even though the result combines two units with completely independent meaning and function. Similarly, the contraction of auxiliaries in English creates phonological units that are semantically complex, including a pronoun and parts of modal or aspectual constructions: *I’m, he’d, they’ve,* etc.

The foregoing discussion suggests that it might be wise to distinguish MWEs whose only relevant property is frequency of use from those that have specific semantic or functional status. We return to this point in sections 2 and 3, after considering how frequency interacts with MWEs and is used by researchers to understand the processing of these complex units.

## 1.2. Correlates of frequency and MWE status

Two well-documented correlates of token or text frequency of single words are speed of access in experimental settings (see Ellis 2002 for an overview) and phonetic reduction in natural spoken language. Recent research using eye-tracking technology has demonstrated that both of these correlates also apply to sequences of words (see Carrol & Conklin 2014, Vilkaitė 2016, for reviews of the processing of MWE in eye-tracking experiments). The focus of our discussion below on vowel duration in adjectives concerns measures of predictability in corpora, but we begin here with a brief review of some of the experimental literature on lexical access of MWEs.

For lexical access, the robust finding is that high frequency words are accessed more quickly than low frequency words (Scarborough et al. 1977, Gardner et al. 1987 and others). To test whether such an effect is operative in access to MWEs, one must decide on a way to measure the frequency of such expressions. The various options include the token or text frequency of the MWE in a corpus or a measure that takes into account the frequency of the component words, since high frequency words may appear in sequence quite by chance. This measure, usually called Mutual Information (MI) (Hanks & Church 1990) compares the rate at which a pair of words would be expected to occur together by chance in a corpus and compares it to the actual frequency of the bigram. If a bigram occurs more frequently than would be expected by chance, then it might constitute a collocation. This measure, of course, says nothing directly about the semantic or functional cohesion of the two-word sequence.

Testing strings judged as formulas, Ellis et al. (2008) found that high MI scores speed up the response times of native speakers in various reading tasks. A similar effect appeared in studies of adjective + noun (AN) bigrams and formulaic sequences. Wolter and Yamashita (2017) found that native speakers (and advanced non-native speakers) respond more quickly to high frequency AN collocations than to lower frequencies ones when asked to judge the acceptability of the bigrams. This study compared the effects of the lexical frequency of component words, collocational frequency and MI scores all from COCA. Öksüz and colleagues (2020) found effects of frequency in both L1 and L2 speakers in an acceptability study. These studies found effects of frequency (especially MI) but did not address the question of whether the collocates tested were associated just by frequency of co-occurrence or if there were effects determined by whether the collocates had special semantic or functional features.

In a set of priming experiments, Durrant and Doherty (2010) attempted to distinguish what they call ‘psychological associates’ from collocates that are frequent but have no special semantic relation. The results of a lexical decision task showed priming effects of the ‘associates’ only if they are very frequent. In addition, when the prime was presented for only 60 ms, facilitation was found for ‘associates’ only, and not for other collocations. They argue that association and frequency effects are independent (Durrant & Doherty 2010:145).

## 1.3. Phonetic reduction and probability of occurrence

The other major research thread investigating the role of frequency in the processing of word sequences studies phonetic reduction in spoken corpora (Gregory et al. 1999, Jurafsky et al. 2001, Bell et al. 2009, Seyfarth 2014, Sóskuthy & Hay 2017). In contrast to experimental studies, corpus studies usually test all bigrams in a corpus (with some restrictions, such as words near pauses or dysfluencies). Frequency is addressed as the probability that a word will occur in a certain context in the corpus and includes token frequency, MI and a set of measures of transitional probability. The latter measures ask what the probability of the target word is given the preceding word or the following word. These measures are computed taking into account the frequency of the two-word sequence in the corpus, which is divided by the frequency of the individual words (see Gregory et al. 1999, Jurafsky et al. 2001 for formulae and details). Note that a high frequency word is not as good a predictor of surrounding words as lower frequency words, simply because it is very likely to occur in a wide variety of contexts. This is especially true of function words, a point to which we return below.

Three of these studies on contextual predictability have found a significant effect on content word duration of the predictability of the target word given the following word: Bell et al. (2009) found a shortening for words in this context, Seyfarth (2014) found that the association of word duration with informativity (‘the average predictability of a word in context’) is stronger given the following word, and Sóskuthy and Hay (2017) report similar findings. That is, a content word is shorter if it is predictable from the next word. Given the existing theories of the role of predictability in determining the reduction or lack of it for words in context, this result is extremely puzzling. The influential theory of Lindblom (1990) proposed that speakers are aware of their audience’s ability to comprehend words in connected speech and articulate those that are perhaps new or unexpected with greater accuracy than those that are predictable in the context. In a sequence of W1 W2, if W2 is to some extent predictable from W1, W2 could be more reduced because the listener has just heard the first word and can therefore have a chance at predicting the next word. Predictability from the following would mean that W1 can be more reduced because it is predictable from W2. In the context of Lindblom’s theory, this is puzzling because the listener has not yet heard W2 and therefore has no basis for predicting W1.

Another theory from Bell et al. (2009) is that words are reduced if they can be accessed from the lexicon more quickly. This theory has the disadvantage of seemingly conflating two very different processes—access from the lexicon and articulatory production. Even putting that objection aside, the finding that predictability from the following word affects the duration of the target word is still difficult to explain. Why is W1 more easily retrieved from the lexicon if it is predictable from W2? The answer would seem to be that both words are retrieved together, perhaps allowing W1 to be more reduced. This account would then point to a complex lexical representation for bigrams in which W1 is predictable from W2. Why then wouldn’t bigrams in which W2 is predictable from W1 also be represented in lexical storage and undergo the same reduction effect?

## 1.4. The role of constructions

It is important to note that the studies discussed in the previous section are based on bigrams consisting of all types of words without regard for the grammatical constructions in which they are used. Puzzled by the results, Bybee and Napoleão de Souza (2019) examined differences in vowel duration in one category—adjectives—in two different constructions, attributive and predicative. Ten adjectives were selected based on phonological criteria (monosyllables containing a ‘lax’ vowel, ending in /t/ or /d/) and 100 tokens of each adjective (from the Switchboard Corpus, Godfrey & Holliman 1993) were categorized as to whether they occurred in an attributive construction (*hot weather, dead cell phone*) or predicative (*it’s so hot, my father is dead).* The duration of the vowel in each token was measured and the association of the vowel duration with a number of factors was examined. These factors included vowel quality (the lower lax vowels /æ/, /ɑ/ and /ɔ/ are longer than the mid vowels /ɛ/ and /ʊ/), voicing of coda consonant (the vowel is longer before a voiced stop), construction type (attributive vs. predicative), articulation rate, position before a pause, token frequency and two predictability measures, predictability given the preceding word and predictability given the following word.

Mixed effects modeling (with speaker and lexical adjective as random effects) revealed highly significant effects, as was expected, of vowel quality, coda voicing, position before a pause and articulatory rate. In addition, construction type was highly significant in predicting vowel duration as was predictability given the following word. Predictability given the preceding word only barely attained significance.[[1]](#footnote-1)

Given the categorization by construction type, the same data can also be examined to determine the role of predictability for vowel duration in adjectives within a construction, a point we return to in section 3.2. For now, consider a prominent factor that emerges from examining the raw data: adjectives in the two construction have very different contexts in terms of function vs. content words. Attributive adjectives have a very strong tendency to be followed by a noun, while predicative adjectives occur before a function word in 75% of the tokens. This skewing would mean that attributive adjectives are more predictable from the following word than predicative adjectives are because of the high frequency of the function words that tend to follow the predicative use. Also, as we reported above, adjectives in predicative uses tend to have longer vowels than in attributive uses. The higher predictability of attributive adjectives given the following word (usually the noun it modifies) then appears to be associated with vowel shortening, when in fact, it may be the construction type that conditions the shortening.

Given the puzzling finding that higher predictability from the following word leads to shorter word duration, we hypothesize that this result may be an artifact of the constructions that occur in English conversation. It appears that many constructions create structures in which content and function words alternate, as shown in this typical utterance from the Buckeye Corpus (Pitt et al. 2007). Function words are underlined and content words are in italics.[[2]](#footnote-2)

1. because I *worked* with a *guy* that *was* a *cocaine addict* for a while and he couldn't *have* any *kind* of *caffeine otherwise* he'd *get* the *shakes* and

In this example, the only pairs of contiguous content words are *cocaine addict* and *caffeine otherwise.* In this example we see that there are many constructions that juxtaposefunction words and content words, such as Det + Noun, Prep + NP, and Aux + V. Constructions that juxtapose more than one content word occur less often. One of them--the AN construction--shortens the V of the first content word (Morrill 2011). Perhaps other constructions have a similar phonetic effect. If that were so, then the finding that W1 is shorter if it is predictable from W2 might be attributable to the grammatical structure of English and not to predictability per se. A full test of this hypothesis is beyond the scope of this contribution; however, we can present a small pilot study that focuses on sequences of two or more content words in conversation. Five excerpts of approximately 200 words each were taken (randomly) from Buckeye (one of the corpora used by Bell et al. 2009). Matching as well as we could the criteria for function vs. content words given Bell et al. (2009), we found 85 bigrams consisting of two content words in this 1000 word sample.[[3]](#footnote-3) Given that any stretch of speech has nearly as many bigrams as it has words (words before and after pauses belong to only one bigram while all others belong to two) it is quite revealing that so few bigrams (fewer than 10%) consist of two content words. That means that the vast majority of bigrams in any English utterance have at least one function word. Any measure of predictability for content words, then, is heavily biased towards having a function word as the preceding or following word. A function word context makes the target word relatively unpredictable (given the high frequency of function words). It turns out, then, that high predictability occurs largely in bigrams with two content words.

For this reason, it is instructive to examine what types of constructions are involved in the two-content-word bigrams found in the excerpts. The count revealed that the largest class of bigrams were AN constructions with 24 tokens, or 28% of the bigrams. As numbers were counted as modifiers of a noun, the five tokens with numbers could be added to this, yielding 29 tokens of modifier + N (34%). The second largest class were also within NPs: NN sequences such as *summer class* with 11 tokens. Other bigrams within NPs were sequences of two adjectives (*big huge)* with 4 tokens and one miscellaneous noun modifier. Thus 45 (53%) of the bigrams occurred within a NP. We have already reported that adjectives within a NP have shorter vowels than predicative adjectives; in addition, Morrill 2011 found that in AN phrases and compounds, the vowel of the adjective is shorter than that of the noun. There may also be durational features of interest within NN sequences. While accent is the most important perceptual feature, sequences with compound stress (unaccented second noun) are shorter overall than those with phrasal accent (Hirst 1983:fn 1) and the second noun is more predictable from the first (Bell & Plag 2012).

Less is known about the duration or predictability of the other content word bigrams found in the Buckeye excerpts. Fifteen of these involved an adverb in different constructions; nine were Adverb + Adjective sequences, all in predicative constructions, such as (*was) pretty close,* in which it is very likely that the main stress is on the adjective and the adverb may be shortened. Similarly, in the case of the eight instances of Adverb + Verb sequences, such as *probably change*, the adverb is in a low prominence position and may be shortened. In the remainder of the bigrams, a verb and its argument are involved, as in the Subject + Verb bigram, *grandparents went,* or the Verb + Object bigram, *moving home*, and it is unknown whether shortening would occur in either element

The point of the pilot study is simply to raise the possibility that the relation between vowel or word duration and predictability found in other studies may be influenced by the construction types that have content word bigrams in English. If there is a general shortening of modifiers within a NP (perhaps including NN constructions) then at least part of the effect of predictability given the following word is due to modifiers in NPs and may be less a general principle of English spoken word sequences and more a specific property of certain constructions. Having proposed that the source of the shortening of a word due to its predictability from the following word occurs only in sequences in which both words are content words, future research can determine which constructions contribute to this effect.

1. Research questions

While most experimental studies of multiword expressions focus on perception/comprehension, we consider the possibility that prefab status may affect the duration of vowels in the constituent words. We have two questions to address:

*1. Does prefab status affect vowel duration independently of frequency of occurrence?*

Given the discussion just prior, which strongly suggests that constructions may have an influence on both vowel duration and predictability measures, we focus only on AN sequences. As a further control, these AN sequences contain one of 10 adjectives chosen for their phonological shape (see above). Also, considering the lack of independence among predictability measures, such as predictability from the previous or following word, we chose just one--simple bigram frequency—as our predictability measure, that is, the frequency with which the AN sequence occurs in discourse, as measured by its frequency in the spoken portion of COCA.

The study also depends heavily on a workable definition of prefab, which all researchers admit is problematic (Erman & Warren 2000, Wray 2002, and others). Thus, our second research question, upon which the first depends, is:

*2. Can the various criteria proposed to identify prefabs or formulaic language be applied systematically to a set of AN sequences found in conversational discourse?*

As mentioned here and in much of the literature, multiword expressions or formulaic language comprise many different types, which makes definition more difficult (Wray 2002). By restricting our study to AN sequences, we have eliminated most pragmatic and grammatical prefabs and focus only on lexical prefabs (to use the terms of Erman & Warren [2000]). In the next section we discuss the methods and results of an attempt to hone a set of usable criteria for identifying (lexical) prefabs.

1. Methods
   1. Study 1 - Semantic and functional measures of prefab status

In this section we turn to an examination of MWEs that qualify as ‘lexical prefabs’, and the criteria that can identify them. Some methods of identifying formulas or prefabs include searching published lists for English such as the *Oxford Collocation Dictionary* (2002). The problems with such collections are that they are not sensitive to dialect differences and they cannot keep pace with cultural changes that create new prefabs (see Durrant & Doherty 2010).

Another approach queries a panel of speakers and asks them to categorize word sequences as formulaic or not, whether the phrase had ‘a cohesive meaning or function’ and whether or not it was worth teaching to second language learners (Ellis et al. 2008). That study found high agreement among raters on all three parameters (see also Carrol & Conklin 2014). Wray (2002) raises objections to the use of native-speaker intuition to identify formulaic language, in particular, that there are no firm boundaries to formulaic language and different speakers may have different experience and judgments. These problems have less to do with particular methods and more to do with the nature of the object of study. For that reason, and for the lack of workable alternatives, our method unabashedly uses the intuitions of one native speaker (the first author) attempting to apply the various criteria that have been proposed in the literature. The result is a qualitative analysis rather than an experimentally induced set of judgments. The analysis has two goals: i) to evaluate the usefulness and applicability of proposed criteria, and ii) to classify a set of AN sequences into those that qualify as prefabs and those that are free pairings, a classification that can be used in the second study, which is quantitative. It is recognized and acknowledged in the analysis that some sequences are marginal and would likely be classified differently by a different analyst.

In the current study, we attempt to apply the criteria suggested by other researchers to 239 distinct AN sequences (types; 336 tokens) found in American English conversation from the Switchboard corpus. As mentioned before, adjectives were selected for this study based on their phonological shape (they are all monosyllables, have ‘lax’ vowels and end in /t/ or /d/) with the additional criterion of sufficient frequency to yield one hundred tokens each in a Switchboard sample. Their selection was random from a semantic or functional perspective. All the adjectives selected were the first token of that adjective in a conversation, to control for duration effects of second mention. As a consequence, almost all sentences were spoken by different speakers.

The adjectives examined are:

2. *bad, broad, dead, fat, good, hot, mad, red, sad, wet*

As the adjectives were chosen for their phonological shape they have a good range of properties: frequent (*good, bad*) and less frequent (*broad, wet*) adjectives, more or less concrete (*red, wet*) and more abstract (*good, sad*) and some that are predominately used predicatively (*mad*) and some that are often used attributively (*broad, dead, red*). On examination, we also find a range of prefab types appropriate for testing criteria for prefab status.

* + 1. Application of criteria for AN sequences

Several different criteria for establishing the class of prefabs have been proposed but no one of them hands us all and only expressions considered prefabs. The following analysis is based on two criteria that are often mentioned in other studies: lack of compositionality and fixedness or restricted exchangeability.

Lack of compositional meaning (mentioned in Erman & Warren 2000, Wray 2002, Corrigan et al. 2009 and others) is a relatively easy criterion for native speakers to apply. It provides a sufficient reason for inclusion in the category of prefab. Non-compositional meaning is apparent in idioms and other expressions with metaphoric or metonymic meaning (see examples in 3.1.2). In the discussion below we also find special meanings associated with prefabs come from the cultural context (Hoffman 2004).

Fixedness or restricted exchangeability is noted in Sinclair (1991), Erman and Warren (2000), Wray (2002), Corrigan et al. (2009) and many others as a feature of prefabs. Fixedness is a feature of prefabs that have non-compositional meaning, but it is also a feature of totally transparent prefabs. In our data we have the phrase *broad shoulders*, which has compositional meaning, and yet is more idiomatic than *wide shoulders*. *[[4]](#footnote-4)* This fixedness is a product of conventionalization, and as noted by others (Pawley 1986, Erman & Warren 2000, Wray 2002), it is gradient, which makes it a difficult notion to apply.

The following sections describe the process by which 68 prefabs were selected from the set of 239 AN sequences. In the first step AN compounds were removed, as their distinct stress pattern affects the duration of the vowel in the adjective (Morrill 2011). Some examples judged as compounds given the context were *fat days,* and *thin days.* While many definitions of prefabs rely on frequency of use as a criterion, we hoped to distinguish the role of semantic and functional criteria from frequency and therefore did not designate as prefabs AN bigram that had no conventionalization features except frequency of use. This decision does not mean that we do not think frequency is a major factor in conventionalization, rather that we hoped to distinguish its effects from other features. For example, many bigrams with the frequent adjectives *good* and *bad* were excluded. Bigrams such as *bad habit, bad news, bad weather* and *good idea* are relatively transparent, but may be prefabs because of their frequency. However, for this study they were not included as prefabs. The Appendices list the AN bigrams that were analyzed, with those categorized as prefabs in Appendix 1 and others in Appendix 2.

### 3.1.2. Metaphoric and metonymic bigrams

Starting with the most obvious examples of prefabs first, consider the list of the prefabs with metaphoric or metonymic uses found in the set of AN bigrams.

3. Metonymic

*(in) bad shape, (in) good shape* (*shape* is used metonymically)

*fat wallet* (referring to a person’s wealth)

*good buys* (meaning good value, not just the transaction)

4.Metaphoric

*(in a) bad way*

*broad daylight, broad humor, broad topic, spectrum* and related terms (see 3.1.4)

*dead place, dead period, dead week, dead wood, dead zone*

*hot check, hot point, hot topic, hot water* (getting into trouble)

*red alert, red badge, red carpet, red flag, red herring, red threat*

These MWEs may have other properties of prefabs as well, but their non-transparent status is the clearest indicator of conventionalization.

### 3.1.3. Semantically transparent prefabs

Many of the prefabs in the sample are semantically transparent but still constitute the conventional way of expressing a notion. In these cases, restricted exchangeability might apply. As mentioned above, an example is *broad shoulders,* which passes the restricted exchangeability test, as *wide shoulders*, which is semantically transparent as well, is nonetheless non-idiomatic. For another example, *dead body,* restricted exchangeability does not easily apply. The expression itself is somewhat redundant, since *body* can mean ‘corpse’ on its own. However, since *body* is polysemous, *dead body* makes it clear what is meant. It is clearly a conventional way of referring to a corpse, but the criteria used here might not pick it out as a prefab.

This problem raises the issue of how to identify conventionalized expressions. Pawley (1986) describes the practice of dictionary-makers as including ‘any composite forms that is in common usage, i.e. if it is recognized by members of the language community as a standard way of referring to a familiar concept or conceptual situation’ (1986:101). This criterion captures the idea that a prefab can serve as a lexical item and that the formation of prefabs is a lexicalization process (Brinton & Traugott 2005). It also captures the feeling that a prefab or formula can be the preferred means of expression of a concept within a community (Wray 2002, Corrigan et al. 2009). Of course, the processes of conventionalization and lexicalization occur over time as a compositional phrase is used in a particular context in which it is associated with a particular entity or concept. Partly because the stock of such phrases changes over time, this criterion may also be difficult to apply in some cases. The following examples are found in our data.

5. *good behavior* (a designation that earns a prisoner certain rewards)

*hot fudge* (a topping for ice cream)

*hot shower* (a rewarding, agreeable way to bathe)

*mad rush* (a crazy, frantic hurry [NB *a crazy rush* is not idiomatic])

Our examples also include a number of prefabs that apply to specific concrete entities, which in many cases are embedded within a cultural context, which endows them with extra meaning. A case in point is *red meat*, a phrase that does not simply mean any meat that is red, but rather designates a host of other properties as well. The following may fall into this category as well: *red beans* (which are actually brown when cooked), *red eyes* (a symptom of a disease), *red light* (a traffic signal), *red pepper* (a specific type of pepper)*, red snapper* (a specific type of fish), *red spider* (a specific type of spider), *red wine* (a whole category of wine), *wet lab* (a lab outfitted to deal with hazardous chemicals) and *wet rag* (a handy thing to have on hand in the kitchen or elsewhere).

As mentioned above, we omitted many bigrams with *good* and *bad* that are transparent and probably count as prefabs due to high frequency. Some of these might also be conventionalized according to the criteria of designating a particular culturally salient concept, but it is very difficult to make that decision. Examples are *good experience, good reputation, good weather, bad experience, bad habit, bad influence.* Note, however, that most of these do not meet the ‘restricted exchangeability’ criterion as *excellent* can be substituted for *good* and *terrible* for *bad* in these examples. It may be that such examples fall in the murky territory between prefab and free choice.

Two other bigrams lean more towards prefab status: *sad statement* and *sad commentary*. These two are interesting because they show some exchangeability in the noun, with *sad commentary* being much more frequent than *sad statement* (according to the COCA). Their prefab status emerges because there is not always an explicit statement or commentary in the context, and especially for *sad statement,* the meaning is about the same as *sad* alone, for example in the follow excerpt from COCA (Davies 2008-):

6. but it's a sad statement how little optimism I've seen so far

A few of the prefabs we identified were part of a larger prefab as we saw in the metonymic *in bad shape, in good shape* and the metaphoric *in a bad way.*

### 3.1.4. Prefabs as expandable

As we have seen, restricted exchangeability is not a property of some MWEs that appear to be prefabs. In fact, a number of diachronic studies have shown that many prefabs retain the analyzability of their internal structure and enough transparency of meaning to be expanded or in some cases rearranged for greater transparency. Prefabs figure in the creation of new constructions, as Wilson (2009) demonstrates for ‘become’ verb + adjective constructions in the history of Spanish. In that case, a single instance of a verb and adjective, *quedar solo* ‘to be left alone’, expands to use with other adjectives with similar meaning, becoming productive in certain semantic domains. Bybee (2014) shows that what appears to be a very fixed expression to indicate extreme poverty, as in *He hasn't got two nickels to rub together* (COHA 1971), can expand in a variety of ways, but primarily in the NP *two +* N, where *coins, dimes, quarters, beans* and other nouns can occur. Bybee and Moder (2017) trace the changes in the prefab *beg the question* from its use to designate a type of fallacy in reasoning through the 15th to 19th centuries to a new interpretation now common in which it means ‘raise the question’. In the latter use, *question* can be in the plural or modified, as in *So those high scores beg the politically incorrect question, are Asians naturally more intelligent?* (COCA).

In the following, we discuss two sets of AN sequences that seem to have prefab status and yet are not isolated, but rather incorporated into clusters that one might designate as small constructions.

*Good* + quantity

Because our sample was constructed around certain adjectives, we found a set of nouns forming a small construction-like expression with *good.* All the nouns designate a quantity and *good* indicates that this quantity is relatively ample. No other adjective can be substituted for *good* in this expression with the same meaning and the set of nouns used seems to be conventionalized. Here are the examples found in the data we examined.

7. *good while*

*good portion*

*good size*

*good bit*

*good deal*

*good money*

*Broad* + noun

A further question that arises in the data concerns how to analyze the AN sequences with *broad.* Many of these clearly qualify for prefab status based on relative frequency, restricted exchangeability, or the feeling that the adjective ‘goes with’ a particular noun. The two most frequent bigrams in our data with *broad* are *topic* (occurring 12 times in 100 tokens) and *spectrum* (occurring 8 times).[[5]](#footnote-5) In both cases, substituting the near-synonymous adjective, *wide*, yields a much less idiomatic phrase. Some synonyms of *topic* also occur, such as *subject* (4 times) and *question* (twice), and these also are less idiomatic with *wide.* Another noun that occurs was *issue,* and while *broad question* seems to reach prefab status, *broad issue* perhaps does not. But here it becomes very difficult to distinguish prefab from free combination.

An alternative approach would be to attribute the choice of nouns to the meaning of *broad* rather than to a more arbitrary conventionalization process. Perhaps an even better alternative is to take into account three factors in explaining the selection of *broad* *+* noun. One would be the meaning of *broad*, determined by its prior usage with different nouns, a second factor related to that would be how similar a noun is in meaning to prior usage, and a third would be the frequency with which it is used with particular nouns, as indicative of the conventionalization of the AN sequence.

A way of incorporating these factors into an analysis would be to consider prefabs in clusters surrounding a high frequency prefab, much the way Bybee and Eddington (2006) analyzed combinations of verb + adjective in Spanish. The usage of *broad* (and the meaning derived from it) might consist of several related clusters. Based on the data we are considering here we can propose the following clusters:

* The center is *broad topic* and the related nouns are *subject* and *question* and the more marginal noun *issue* (not judged to be a prefab), and perhaps others that did not occur in the sample.
* The center is *spectrum* and related nouns are *range, scope* and *coverage.* These nouns refer to an abstract continuum.
* In a third cluster the center is more difficult to discern, but the related prefabs describe a person’s attributes and include *broad background, education, tastes* and *views,* all of which appear to be prefabs, and two more marginal members (which were judged not to be prefabs) *strengths* and *interest.*
* Related to *broad topic*, a fourth cluster would include *broad category, term* and *sense*. Two bigrams that were not judged to be prefabs were *broad definition* and *broad word.*

This rough analysis based on some 60 tokens of *broad* can be taken as an example even though other speakers or analysts might categorize more marginal types differently. It serves as a way of underscoring the fact that not only are prefabs syntactically analyzable, they are also not completely isolated in the lexicon, but come with many connections to other combinations. These facts make it more difficult to distinguish prefabs from more novel expressions.

As for the criteria one can use for identifying prefabs, the discussion calls into question restricted exchangeability as proposed by Erman and Warren. We also suggested another criterion, the concept of ‘cultural salience’ as proposed by various authors (Pawley 1986 and Hoffman 2004). This criterion would identify prefabs based on their designating a unique cultural concept, entity or situation. As noted in other works, no one criterion sets the boundaries of prefabs; rather a set of criteria working together comes closer to the goal.

* 1. Study 2 - Vowel duration, prefab status and bigram frequency

Bybee and Napoleão de Souza (2019) showed that construction type affects the duration of the vowel in the adjective. Having argued here that predictability measures are heavily influenced by construction type, in Study 2 we analyze the effects of prefab status on adjective vowel duration. Van Lancker and Canter (1981) demonstrated that speakers can produce phonetic differences that make it possible for listeners to distinguish the literal from the idiomatic meaning of word sequences, though the authors do not explain what phonetic features are involved. We hypothesize that vowel duration may be one of the phonetic differences that distinguish literal from idiomatic meaning. That is, the vowel in an adjective is shorter when that adjective is part of a prefab than when it occurs in a free pairing.

For this study, AN phrases were extracted from conversations in which speakers were seemingly making no special attempt to signal any specific type of meaning. Our goal is to determine if phonetic effects of prefab status occur even in these circumstances. The results may be quite subtle, because of a number of factors: (1) our earlier study showed that the amount of variation in attributive adjectives is reduced compared to predicative adjectives, (2) the test is based on a small number of tokens (334 tokens suitable for analysis), (3) many other factors are at play: inherent vowel duration and final coda voicing, and (4) a large proportion of the prefabs have *broad* as the adjective and it contains the longest lax vowel.

To compare the effect of frequency on vowel duration, we also included bigram frequency as a separate variable in the analysis in order to determine whether prefab status has an effect on vowel duration that is independent of frequency. We opted for bigram frequency as the most straightforward measure of co-occurrence in a corpus. Bigram frequency scores, obtained from the spoken section of the COCA corpus, were then coded as high (21 or greater) or low (20 or lower).

The duration results are shown in Figure 1 below.

![](data:image/png;base64,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)![](data:image/png;base64,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)

Figure 1: Comparison of vowel duration in adjectives in adjective-noun sequences given prefab status. The graphs on the left show raw values in milliseconds; log-transformed values appear on the right. Red boxes contain data for prefabs, blue boxes show data from free AN pairings.
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*Figure 2: Vowel duration (raw values in ms) given prefab status and bigram frequency score distribution. Prefab data represented by the red line; free AN pairings represented by the dotted blue line.*

Figure 2 suggests that the phonetic effects of prefab status may indeed be independent of bigram frequency scores, with the greatest difference occurring between low-frequency prefabs and low-frequency free AN pairings (top right). Even though this difference in duration failed to reach statistical significance, the trends in the distribution of the data warranted further exploration.

We then analyzed only the 182 low-frequency (i.e. bigram frequency of 20 or lower) AN sequences in an attempt to obtain a more detailed understanding of the differences in Figure 2. Thus, excluding high frequency sequences, we find once again that prefabs are overall shorter (*mean* = 120ms, *StDev* = 44ms ) than free AN pairings (*mean* = 124ms, *StDev* = 51ms), though this difference is not statistically significant. This trend is depicted in Figure 3 below.
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*Figure 3****:*** *Vowel duration in low-frequency AN sequences by prefab status. The graphs on the left show raw values in milliseconds; log-transformed values appear on the right. Low-frequency prefabs are shown in yellow; low-frequency free AN pairings shown in gray.*

The current comparison indicates that the factors that lead to conventionalization of word sequences also play a role in determining the phonetic properties of words and constructions, one which may be independent of frequency (as suggested by Durrant and Doherty 2010). Although more data are necessary to strengthen the current findings, our results indicate that the lexical cohesion found in prefabs may lead to phonetic fusion and reduction in production. A larger number of AN tokens coded for prefab status may reveal that the trends we observed in our small sample in fact show a difference in duration that is statistically significant.

1. Discussion
   1. Phonetic indicators of prefab status

The results reported here show that it might be productive to investigate further possible phonetic correlates of conventionalization. The many corpus studies cited in section 1.4 used measures based on frequency and predictability. The phonetic variables investigated were word duration (which included lexical as well as phonetic differences) (Bell et al. 2009, Seyfarth 2014, Sóskuthy & Hay 2017), t/d deletion in English, vowel reduction and duration (Jurafsky et al. 2001). The more specific reduction processes specific to English—reduction of coronals and vowels—might be good candidates for phonetic features distinguishing prefabs. Our results suggest that vowel duration may be affected by prefab status. Of course, measures based on frequency are more objective and easier to calibrate than a measure based on prefab status, but numerous studies now show that prefab status may be discernible, especially when the data are restricted to a single construction

* 1. Does the adjective predict the noun or the noun predict the adjective?

Coming back to the discussion in section 2 about the directionality of predictability, where we discussed the finding that for English the duration of a word is associated with its predictability from the following word, we can consider with AN sequences what it would mean to say that W2 predicts W1. As mentioned earlier, the studies, such as Bell et al. (2009), that find predictability from the following word is significant in predicting word duration, do not take into account construction type. Their conclusions, therefore, refer only to general processing mechanisms. Our proposal is that truly understanding the predictability data will require examining particular constructions. As AN constructions make up a major portion of bigrams consisting of two content words, they present a good starting point for understanding predictability relations.

In a AN attributive construction, the noun is considered the ‘head’ syntactically and it also functions as ‘head’ or grounding point semantically. When confronted with an adjective, a language user will not know how to interpret it until the noun is also known, as the abstract meaning of the adjective can only be made concrete when it is applied to a noun. A finding in Öksüz et al. (2020) supports this supposition. They asked L1 and L2 speakers to judge whether English AN bigrams were in common usage or not, and measured their reaction times. High frequency AN bigrams were judged more quickly than low frequency bigrams by both L1 and L2 speakers. In addition, the frequency of the noun affected the reaction time, with faster reactions for high frequency nouns. In contrast, the frequency of the adjective had no effect. These findings suggest that interpreting an AN sequence depends heavily upon accessing the meaning of the noun.

Viewed from another perspective, one could argue that nouns are associated with a restricted range of adjectives. Peppers come in black, white, red, green, yellow, hot, sweet or mild. Wine is red, white, or sparkling. A spectrum is broad or narrow. A while is good, long or short. To some extent it could be argued that the reverse relation also occurs, because *broad* could be said to predict certain nouns, such as *topic, spectrum* or *education.* Nouns selecting adjective may be more common than the reverse, but that has to be a topic for future research

1. Conclusion

The current contribution attempts to combine and reconcile quantitative and qualitative analyses, in a search for the factors influencing the properties of words in combination. We argue that predictability measures can be best understood in terms of particular constructions, rather than as general processing mechanisms. Within particular constructions, the relations between words are varied and may depend more on grammatical and functional factors than on frequency of co-occurrence (see Bell & Plag 2012 for noun-noun sequences). The hypothesis of this chapter is that certain phonetic distinctions, in particular, reduction of vowel duration, corresponds to conventionalization found in lexical prefabs. Our main finding is that prefab status affects vowel duration in adjectives independently of the frequency of the AN bigram. This result suggests that phonetic factors may in the future provide a diagnostic for the elusive notion of conventionality of expression.

A qualitative assessment of the relation between two content words in sequence is necessary to understanding the role of predictability in processing and storage. An attempt to determine the prefab status of AN bigrams reveals some problems in the criteria proposed in the literature. Examining a set of adjectives from conversation, two important properties of prefabs have emerged: one is that prefabs may be semantically compositional while referring to entities or concepts of some cultural importance and therefore constitute the conventional means of referring to these concepts. The second is that prefabs are not always isolated, but in some cases form clusters of semantically related word sequences. Thus, existing prefabs can be used to spin off new creative combinations demonstrating again how the conventional and the novel form a continuum and interact in language use.
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# Appendix 1

Adjective-noun sequences classified as prefabs

|  |  |
| --- | --- |
| Adjective | Noun(s) |
| bad | *shape, way* |
| broad | *topic, question, shoulders, background, scope, subject, range, spectrum, humor, daylight, views, coverage, sense, term, education, category, tastes* |
| dead | *week, body, zone, bodies, wood, period, place* |
| fat | *wallet, dude* |
| good | *bit, deal, money, size, behavior, while, buys, condition, shape, portion* |
| hot | *check, shower, water, topic, fudge* |
| mad | *rush, dog* |
| red | *kidney beans, meat, herring, wine, meat, flag, eyes, threat, carpet, alert, lobsters, China, beans, light, snappers, pepper, spider* |
| sad | *statement, way, commentary* |
| wet | *labs, rag, rags* |

# Appendix 2

Adjective-noun sequences classified as free combinations

|  |  |
| --- | --- |
| Adjective | Nouns |
| bad | *test, types, news, stuff, aspects, experience, thing, speller, cholesterol, team, mayor, points, things, example, weather, habits, signs, sides, knees, influence, meal, habit* |
| broad | *one, disparities, section, overstatements, word, interest, way, definition, segment, strengths, issue* |
| dead | *bride, cat, doctors, Iraqi, sport, birds, presidents, poets, shrubs, cat, people, cell phone, protein* |
| fat | *lady, women, intern, kid, American, Americans, dog, burger, people, kind, man, person, one, ones, kids, boy, cat, days* |
| good | *trees, movie, area, impact, shows, team, lunch, retirement, movies, idea, information, state, company, French fries, ones, nursing home, summer, ones, question, lesson, way, program, balance, reputation, job, experiences, point, player, weather, weekend, loan* |
| hot | *events, foods, jacuzzis, summertime, days, things, ones, weather, points, one, water, air, afternoons* |
| mad | *one* |
| red | *hat, dirt, insect, suspenders, dress, cat, Doberman, berries, sign, one, dye, ones, streak, house, strips, clay, salmon, Ferrari, badge, day, felt, face, star, birds, house, lightning, shirt, rats, fescue, azaleas,* |
| sad | *part, thing, things, joke, year* |
| wet | *cold, dry, food, kind, part, weather, stuff, cloth, June, hair, feed, heat, backyard, mess, towel, sponge, springs, paper towel* |

1. A Random Forest analysis (Matsuki et al. 2016, see also Tagliamonte & Baayen 2012) found lexical adjective and construction type to be the most important variables well above any of the predictability measures. [↑](#footnote-ref-1)
2. Criteria for distinguishing function from content words follows Bell et al. (2009), as discussed below [↑](#footnote-ref-2)
3. Analysis was based on the transcript. Five content word bigrams probably occurred across intonation units and one was the result of a disfluency. In some cases bigrams occurred within bigrams, as in *really narrow minded*, which was counted as one bigram for *narrow + minded* and a second one for *really + [narrow minded].* [↑](#footnote-ref-3)
4. *Wide shoulders* is not impossible in English, but *broad shoulders* occurs 5 times more frequently in COCA than the other combination. [↑](#footnote-ref-4)
5. The Switchboard corpus was assembled from telephone conversations between volunteers who were given certain topics to discuss and they often make comments about the topic. [↑](#footnote-ref-5)