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While deep reinforcement learning (RL) has fueled multiple high-profile suc cesses in machine learning, it is held back from more widespread adoption by its often poor data efficiency and the limited generality of the policies it produces. A promising approach for alleviating these limitations is to cast the development of better RL algorithms as a machine learning problem itself in a process called meta-RL. Meta-RL is most commonly studied in a problem setting where, given a distribution of tasks, the goal is to learn a policy that is capable of adapting to any new task from the task distribution with as little data as possible. In this survey, we describe the meta-RL problem setting in detail as well as its major variations. We discuss how, at a high level, meta-RL research can be clustered based on the pres ence of a task distribution and the learning budget available for each individual task. Using these clusters, we then survey meta-RL algorithms and applications. We conclude by presenting the open problems on the path to making meta-RL part of the standard toolbox for a deep RL practitioner.

1 Introduction

Meta-reinforcement learning (meta-RL) considers a family of machine learning (ML) methods that *learn to reinforcement learn*. That is, meta-RL methods use sample-inefficient ML to learn sample efficient RL algorithms, or components thereof. As such, meta-RL is a special case of meta-learning [307, 122, 125], with the property that the learned algorithm is an RL algorithm. Meta-RL has been investigated as a machine learning problem for a significant period of time [263, 265, 301, 264]. Intriguingly, research has also shown an analogue of meta-RL in the brain [320].

Meta-RL has the potential to overcome some limitations of existing human-designed RL algorithms. While there has been significant progress in deep RL over the last several years, with success stories such as mastering the game of Go [276], stratospheric balloon navigation [27], or robot locomotion in challenging terrain [199]. RL remains highly sample inefficient, which limits its real-world appli cations. Meta-RL can produce (components of) RL algorithms that are much more sample efficient than existing RL methods, or even provide solutions to previously intractable problems.

At the same time, the promise of improved sample efficiency comes with two costs. First, meta learning requires significantly more data than standard learning, as it trains an entire learning algo-
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rithm (often across multiple tasks). Second, meta-learning fits a learning algorithm to meta-training data, which may reduce its ability to generalize to other data. The trade-off that meta-learning offers is thus improved sample efficiency at test time, at the expense of sample efficiency during training and generality at test time.

Example application Consider, as a conceptual example, the task of automated cooking with a robot chef. When such a robot is deployed in somebody’s kitchen, it must learn a kitchen-specific policy, since each kitchen has a different layout and appliances. This challenge is compounded by the fact that not all items needed for cooking are in plain sight; pots might be tucked away in cabinets, spices could be stored on high shelves, and utensils might be hidden in drawers. Therefore, the robot needs not only to understand the general layout but also remember where specific items are once discovered. Training the robot directly in a new kitchen from scratch is too time consuming and potentially dangerous due to random behavior early in training. One alternative is to pre-train the robot in a *single* training kitchen and then fine-tune it in the new kitchen. However, this approach does not take into account the subsequent fine-tuning procedure. In contrast, meta-RL would train the robot on a *distribution* of training kitchens such that it can adapt to any new kitchen in that distribution. This may entail learning some parameters to enable better fine-tuning, or learning the entire RL algorithm that will be deployed in the new kitchen. A robot trained this way can both make better use of the data collected and also collect better data, e.g., by focusing on the unusual or challenging features of the new kitchen. This meta-learning procedure requires more samples than the simple fine-tuning approach, but it only needs to occur once, and the resulting adaptation procedure can be significantly more sample efficient when deployed in the new test kitchen.

This example illustrates how, in general, meta-RL may be particularly useful when the need for effi cient adaptation is frequent, so the cost of meta-training is relatively small. This includes, but is not limited to, safety-critical RL domains, where efficient data collection is necessary and exploration of novel behaviors is prohibitively costly or dangerous. In many cases, a large investment of sample inefficient learning upfront (either with oversight, in a laboratory, or in simulation) is worthwhile to enable subsequent improved adaptation behavior. This example represents an aspirational appli cation for meta-RL. In practice, meta-RL is applied to more limited robotics tasks such as robotic manipulation [3, 361] and locomotion [283].

Survey scope This is a survey of the meta-RL topic in machine learning and leaves out research on meta-RL in other fields such as neuroscience. Research on closely related machine learning topics is discussed in Section 2.6. To capture the breadth and depth of machine learning research on meta-RL, we surveyed the proceedings of several major machine learning conferences, as well as specialized workshops from the time period between 2017 and 2022. We found that a major portion of the meta-RL literature emerged post-2016, with the lion’s share of contributions being concentrated in three conferences: NeurIPS, ICML, and ICLR. For a full list of conferences and workshops covered, see appendix A. While our survey primarily emphasizes these conferences and the specified timeframe, we also discuss a selection of relevant papers from outside this scope. From the proceedings of these conferences and workshops, we searched for papers that explicitly mention meta-RL as well those that do not make an explicit reference but that we judged to nevertheless fit the topic. Finally, we do not claim exhaustive coverage of meta-RL research included in our survey scope but rather a holistic overview of the most salient ideas and general directions.

Survey overview The aim of this survey is to provide an entry point to meta-RL, as well as reflect on the current state of the field and open areas of research. In Section 2, we define meta-RL and the different problem settings it can be applied to, together with two example algorithms.

In Section 3, we consider the most prevalent problem setting in meta-RL: few-shot meta-RL. Here, the goal is to learn an RL algorithm capable of *fast adaptation*, i.e., learning a task within just a handful of episodes. These algorithms are often trained on a given task distribution, and meta-learn how to efficiently adapt to any task from that distribution. A toy example to illustrate this setting is shown in Figure 1. Here, an agent is meta trained to learn how to navigate to different (initially unknown) goal positions on a 2D plane. At meta-test time, this agent can adapt efficiently to new tasks with unknown goal positions.

In Section 4, we consider many-shot settings. The goal here is to learn general-purpose RL algo rithms not specific to a narrow task distribution, similar to those currently used in practice. There are two flavors of this: training on a distribution of tasks as above, or training on a single task but meta-learning alongside standard RL training.

2

![](data:image/png;base64,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)![](data:image/png;base64,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)(a) Meta-Training Tasks (b) Rollout at Meta-Test Time

Figure 1: Example of the *fast adaptation* meta-RL problem setting discussed in Section 3. The agent (A) is meta-trained on a distribution of meta-training tasks to *learn* to go to goal position (X) located on a unit circle around its starting position (Fig 1a). At meta-test time, the agent can adapt quickly (within a handful of episodes) to new tasks with initially unknown goal positions (Fig 1b). In contrast, a standard RL algorithm may need hundreds of thousands of environment interactions when trained from scratch on one such task.

Next, Section 5 presents some applications of meta-RL such as robotics. To conclude the survey, we discuss open problems in Section 6. These include generalization to broader task distributions for few-shot meta-RL, optimization challenges in many-shot meta-RL, and reduction of meta-training costs.

To provide high-level summaries of all meta-RL research cited in this survey, we collect all papers discussed in each Section in a summary table presented within the Section.

2 Background

Meta-RL can be broadly described as learning a part or all of an RL algorithm. In this section we define and formalize meta-RL. In order to do so, we start by defining RL.

2.1 Reinforcement learning

An RL algorithm learns a policy to take actions in a Markov decision process (MDP), also referred to as the agent’s *environment*. An MDP is defined by a tuple *M* = *⟨S, A, P, P*0*, R, γ, T⟩*, where *S* is the set of states, *A* the set of actions, *P*(*st*+1*|st, at*) : *S × A × S →* R+ the probability of transitioning from state *st* to state *st*+1 after taking action *at*, *P*0(*s*0) : *S →* R+ is a distribution over initial states, *R*(*st, at*) : *S × A →* R is a reward function, *γ ∈* [0*,* 1] is a discount factor, and *T* is the horizon. We give the definitions assuming a finite horizon for simplicity, though many of the algorithms we consider also work in the infinite horizon setting. A policy is a function *π*(*a|s*) : *S × A →* R+ that maps states to action probabilities. The interaction of the policy with the MDP takes place in *episodes*, which start from initial states sampled from *P*0 followed by *T* transitions between states where the actions are sampled from the policy *π* and states from the dynamics *P*. After the *T* transitions, a new episode begins starting from a freshly sampled initial state. The reward for each transition is defined by the reward function *rt* = *R*(*st, at*). This defines a distribution over episodes

*P*(*τ* ) = *P*0(*s*0)Y*T t*=0

*π*(*at|st*)*P*(*st*+1*|st, at*)*.* (1)

Sometimes we refer to the data *τ* = *{st, at, rt, st*+1*}Tt*=0 collected during an episode as a *trajectory*. The objective of RL is to learn a policy that maximizes the expected discounted return within an

episode,

*J*(*π*) = E*τ∼P* (*τ*)

"X*T t*=0

*γtrt*

#

*,* (2)

where *rt* are the rewards along the trajectory *τ* . In the process of optimizing this objective, multiple episodes are gathered. If *H* episodes have been gathered, then *D* = *{τh}Hh*=0 is all of the data collected in the MDP. An RL algorithm is a function that maps the data to a policy. This includes choosing the policies used for data collection during training. These intermediate policies are not necessarily greedy with respect to the RL objective but may take exploratory actions instead. In this
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Figure 2: The relationship between the inner-loop and outer-loop in a meta-RL algorithm. The pol icy parameterized by *ϕi*interacts with each MDP producing trajectories *τ* . All of the data collected during a single trial constitutes a meta-trajectory *Di*. The inner-loop *fθ* computes adapted policy parameters for each MDP based on the meta-trajectories. The outer-loop computes updated meta parameters using all of the meta-trajectories collected in all of the trials.

survey, we mostly consider parameterized policies with parameters *ϕ ∈* Φ. Therefore, we define an RL algorithm as the function *f*(*D*) : ((*S × A ×* R)*T*)*H →* Φ. In practice, the data may include a variable number of episodes of variable length.

2.2 Meta-RL definition

RL algorithms are traditionally designed, engineered, and tested by humans. The idea of meta-RL is instead to learn (parts of) an algorithm *f* using machine learning. Where RL learns a policy, meta-RL learns the RL algorithm *f* that outputs the policy. This does not remove all of the human effort from the process, but shifts it from directly designing and implementing the RL algorithms into developing the training environments and parameterizations required for learning parts of them in a data-driven way.

Due to this bi-level structure, the algorithm for learning *f* is often referred to as the *outer-loop*, while the learned *f* is called the *inner-loop*. The relationship between the inner-loop and the outer-loop is illustrated in Figure 2. Since the inner-loop and outer-loop both perform learning, we refer to the inner-loop as performing *adaptation* and the outer-loop as performing *meta-training*, for the sake of clarity. The learned inner-loop, that is, the function *f*, is assessed during *meta-testing*. We want to meta-learn an RL algorithm, or an inner-loop, that can adapt quickly to a new MDP. This meta training requires access to a set of training MDPs. These MDPs, also known as *tasks*, come from a distribution denoted *p*(*M*). In principle, the task distribution can be supported by any set of tasks. However, in practice, it is common for *S* and *A* to be shared between all of the tasks and the tasks to only differ in the reward *R*(*s, a*) function, the dynamics *P*(*s′|s, a*), and initial state distributions *P*0(*s*0). Meta-training proceeds by sampling a task from the task distribution, running the inner loop on it, and optimizing the algorithm to improve the policies it produces. The interaction of the inner-loop with the task, during which the adaptation happens, is called a *lifetime* or a *trial* and is illustrated in Figure 3. A trial can consist of multiple episodes. After an episode ends, a new one begins with the initial state of the new episode sampled from the initial state distribution *P*0(*s*0).

Parameterization We generally parameterize the inner-loop *fθ* with *meta-parameters θ*, and learn these parameters to maximize a meta-RL objective. Hence, *fθ* outputs the parameters of *πϕ* directly: *ϕ* = *fθ*(*D*). We refer to the policy *πϕ* as the *base policy*. Frequently, some of the policy parameters are adapted by the inner-loop, and some are meta-parameters updated only in the outer-loop: *πϕ,θ*. We specifically call the policy parameters adapted by the inner-loop, i.e., the output of the inner-loop (*ϕ*), *adapted policy parameters*, or the *task parameters*, since they are adapted to each task. Here, *D* is a *meta-trajectory* that may contain multiple episodes. We use subscripts of *D* to refer to indices
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Figure 3: Meta-training consists of trials (or lifetimes), each broken up into multiple episodes from a single task (MDP). In this example, each trial consists of two episodes (*H* = 2).

of trajectories within the meta-trajectory. Some meta-RL algorithms use *fθ* to map *D* to *ϕ* at every MDP step, while others do so less frequently.

Meta-RL objective In standard RL, a Markov policy suffices to maximize the RL objective given by Equation 2. In contrast, in meta-RL, the inner-loop is an entire RL algorithm that outputs pa rameters of policies as a function of the meta-trajectory. The performance of a meta-RL algorithm is measured in terms of the returns achieved by the policies *πϕ* produced by the inner-loop during a trial on tasks *M* drawn from the task distribution. Depending on the application, slightly different objectives are considered. For some applications, we can afford a free exploration or adaptation period, during which the performance of the policies produced by the inner-loop is not important as long as the final policy found by the inner-loop solves the task. The episodes during this phase can be used by the inner-loop for freely exploring the task. For other applications, a free exploration period is not possible and correspondingly the agent must maximize the expected return from the first timestep it interacts with the environment. Maximizing these different objectives leads to dif ferent learned exploration strategies: a free exploration period enables more risk-taking at the cost of wasted training resources when the risks are realized. Formally, the meta-RL objective for both settings is:

*J* (*θ*) = E*Mi∼p*(*M*)

E*D*

X *τ∈DK*:*H*

*G*(*τ* )

*fθ,Mi**,* (3)

where *G*(*τ* ) = P*Tt*=0 *γtrt* is the discounted return in the MDP *Mi*along the trajectory *τ* , *H* is the length of the trial, or the *task-horizon*, and the subscript *K* : *H* in *DK*:*H* refers to the indices of the trajectories in the meta-trajectory. The exploration period is captured by *K*, also called the *shot*, which is the index of the first episode during the trial in which return counts towards the objective. *K* = 0 corresponds to no free exploration episodes. The episodes *τ* are sampled from the MDP *Mi* with the policy *πϕ*, whose parameters are produced by the inner-loop *fθ*(*D*).

The meta-RL objective defined by Equation 3 is evaluated in expectation over samples from the task distribution, *p*(*M*). During meta-training, samples are taken from *p*(*M*), generally without assuming access to the true distribution. This results in a generalization problem in meta-testing, as testing tasks may not match the training tasks. This problem is made worse when the meta-testing task distribution does not share support with the training task distribution. Such out-of-distribution cases are often studied in meta-RL.

2.3 POMDP Formalization

The formal problem setting defining meta-RL, posed by Equation 3, can additionally be viewed as a special case of a partially observable Markov decision process (POMDP) [62, 126]. We specify the POMDP as a tuple of *P* = *⟨S, A,* Ω*, P, P*0*, R, O, γ⟩*. Here, Ω is the set of observations, *O* is the observation function, and the rest are defined as in an MDP. Where ambiguous, we use a superscript to indicate whether the function belongs to an MDP or POMDP, e.g., *RP* , for a POMDP. The POMDP states, actions, and transitions function similarly to an MDP. However, unlike in an MDP, the agent does not observe the current state, *sPt*, which is hidden from the agent. Instead, the agent
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observes an observation, *ot ∈* Ω, with its probability defined by *O*(*ot|sPt, at*) : Ω *× SP × A →* R+. The POMDP policy is then a function that maps a history of observations to action probabilities: *π*(*a|τt*) : *A ×* Ω*t →* R+.

Given a distribution of MDPs, the POMDP corresponding to the meta-RL problem has a specific structure. In particular, it maintains the MDP identity, i.e., the reward function and the dynamics distribution, in its hidden state. Therefore, the state of the POMDP is the identity of the MDP and the MDP state in it: *sPt* = (*Mi, st*). The observation function returns the state of the underlying MDP, along with the previous action, and the reward: *ot* = (*st, at−*1*, rt−*1). In meta-RL, the unknown MDP identity includes an unknown reward function. In order for the inner-loop to learn an optimal policy for the MDP, it requires information about the unknown reward function. Therefore, the observation includes the sampled reward here, *rt−*1, unlike in other observation functions for POMDPs considered outside of meta-RL. Together, the sequence of these observations produces the dataset *D*, needed for learning. The reward and dynamics functions of the POMDP are those of the sampled MDP stored in the hidden state. Additionally, at the terminal states of the MDP, the dynamics function of the POMDP must be constructed so that it transitions to initial states sampled from *P*0. A single episode in this particular type of POMDP thus consists of one entire trial, itself comprised of many episodes, in the sampled MDP. When the task-horizon, *H*, is reached, the POMDP episode terminates, and a new MDP is sampled at the beginning of the next POMDP episode. (This formalism can also be cast as a Contextual MDP, or CMDP [112], where the context is not shown to the agent.) This perspective leads to the following insights into the meta-RL problem.

First, from the theory of POMDPs, we know that the optimal policy is either history-dependent or dependent on a sufficient statistic, or information state for the POMDP [287]. In the case that the inner-loop, *fθ*, approximates a general function of history, then the inner-loop *fθ* and policy *πθ,ϕ*, can be viewed together as a single object, forming a history-dependent policy. While such history dependent policies do not take into account the specific structure of the meta-RL problem beyond that of a more general POMDP, they are sufficient for solving the meta-RL problem. In the case that the inner-loop approximates a posterior over the hidden state for this POMDP, or a belief state [287], then the combined object can be seen as a policy dependent on approximations of a sufficient statistic. The form of these sufficient statistics can be more specific than in the general POMDP, since the hidden state has a specific form in meta-RL. In particular, one sufficient statistic for meta RL is the posterior distribution over tasks, which we discuss further in Section 3.5. This dichotomy in POMDP methods, between history-dependent and belief-dependent, leads to two different meta RL methods: black box methods, discussed in Section 3.2, and task inference methods, discussed in Section 3.3, respectively.

Second, this perspective enables us to draw connections to Bayesian RL [63, 94]. In particular, Bayesian RL solves this POMDP by explicitly maintaining a posterior over tasks, and updating it using Bayesian inference. The Bayesian framework provides a convenient method for incorporating prior knowledge, and explicitly maintaining uncertainty. Using this framework, you can construct a new MDP, where the state includes the posterior over POMDP hidden states, or equivalently, the MDP state and a posterior over tasks. In this case, the resulting MDP is called called a Bayes adaptive Markov decision process (BAMDP). This construction allows you to learn a Markovian policy to solve the meta-RL problem, resulting in optimal exploration. BAMDPs and Bayes-optimal policies are discussed in Section 3.5. However, since Bayesian RL methods must explicitly model and update a distribution over MDPs, they are tractable only in simple domains without strong approximations. For example, even scalable Bayesian RL methods may be limited to discrete-space MDPs [103]. Instead of engineering approximations for the Bayesian posterior, meta-RL methods may learn to model these components as needed. For example, meta-RL methods only require sample access to the prior instead of the prior being explicitly known. The meta-RL agent may learn, from samples, to implicitly model the prior over tasks, as needed.

Finally, while Meta-RL generally considers a distribution over MDPs, it is also possible to consider a distribution over POMDPs. In this case, each task is itself partially observable. This forms yet another type of POMDP, called a meta-POMDP [4]. The meta-POMDP can be written as a POMDP where only a part of the hidden state remains constant throughout a trial, and it is possible to adapt existing methods to accommodate this structure [4].
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Figure 4: MAML in the problem setting (left) and conceptually (right). The meta-parameters *θ* are the initial parameters of the inner-loop policies *ϕ*0. The inner-loop computes new parameters *ϕ*1 for using a policy gradient algorithm. The outer-loop updates the meta-parameters to optimize the performance of the policies parameterized by *ϕ*1.

2.4 Example algorithms

We now describe two canonical meta-RL algorithms that optimize the objective given by Equation 3: Model-Agnostic Meta-Learning (MAML), which uses meta-gradients [73], and Fast RL via Slow RL (RL2), which uses a history dependent policy [62, 321]. Many meta-RL algorithms build on concepts and techniques similar to those used in MAML and RL2, which makes them excellent entry points to meta-RL.

MAML Many designs of the inner-loop algorithm *fθ* build on existing RL algorithms and use meta-learning to improve them. MAML [73] is an influential design following this pattern. Its inner-loop is a policy gradient algorithm whose initial parameters are the meta-parameters *ϕ*0 = *θ*. The key insight is that such an inner-loop is a differentiable function of the initial parameters, and therefore the initialization can be optimized with gradient descent to be a good starting point for learning on tasks from the task distribution. When adapting to a new task, MAML collects data using the initial policy and computes an updated set of parameters by applying a policy gradient step for a task *Mi ∼ p*(*M*):

*ϕi*1 = *f*(*Di*0*, ϕ*0) = *ϕ*0 + *α∇ϕ*0 *J*ˆ(*Di*0*, πϕ*0)*,*

where *J*ˆ(*Di*0*, πϕ*0) is an estimate of the returns of *πϕ*0in task *Mi*computed on data *Di*0collected using *πϕ*0. To update the initial parameters *ϕ*0 in the outer-loop, MAML collects a second batch of data *Di*1 using the policy *πϕi*1and computes the gradient of the returns of the updated policy with respect to the initial parameters:

*ϕ′*0 = *ϕ*0 + *β∇ϕ*0X *Mi∼p*(*M*)

*J*ˆ(*Di*1*, πiϕ*1)*,*

where *πiϕ*1is the policy for task *i* updated once by the inner-loop, *β* is a learning rate, and *∇ϕ*0 *J*ˆ(*Di*1*, πiϕ*1) is the gradient of the returns of the updated policy computed w.r.t. the initial policy parameters. Such a gradient through an RL inner-loop is often referred to as a *meta-gradient*. De scending the meta-gradient corresponds to optimizing the outer-loop objective given by Equation 3. The version of MAML described here considers only a single update in the inner-loop but for harder problems, the inner-loop can compute multiple updates. The additional updates do not change the meta-gradient computation. The algorithm is illustrated in Algorithm 1 and Figure 4.

Typically in MAML, the shot *K* and task-horizon *H* are chosen such that the outer-loop objective only considers the returns of the last policy produced by the inner-loop. In the simplest case, this would mean setting *K* = 1 and *H* = 2, i.e., using one episode for computing the inner-loop update
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Figure 5: RL2in the problem setting (left) and conceptually (right). The inner-loop algorithm is implemented by an RNN parameterized by the meta-parameters *θ*. The RNN takes as input the states, actions, and rewards from the environment. The RNN hidden state *ϕi* defines the task parameters at each timestep, which are passed as input to the MLP policy. The hidden state is not reset during a trial and instead carries over across episode boundaries. The outer-loop is a standard RL algorithm.

and another for computing the outer-loop objective. To accommodate multiple updates in the inner loop and sampling multiple episodes with each policy for variance reduction, higher values of *K* and *H* are often used.

Algorithm 1 MAML for Reinforcement Learning

1: Initialize meta-parameters *ϕ*0 = *θ*

2: while not done do

3: Sample tasks *Mi ∼ p*(*M*)

4: for each task *Mi* do

5: Collect data *Di*0 using the initial policy *πϕ*0

6: Adapt policy parameters using a policy gradient step: *ϕi*1 = *ϕ*0 + *α∇ϕ*0 *J*ˆ(*Di*0*, πϕ*0) 7: end for

8: Update *ϕ*0 using the meta-gradient: *ϕ′*0 = *ϕ*0 + *β∇ϕ*0P*Mi∼p*(*M*)*J*ˆ(*Di*1*, πiϕ*1)*.* 9: end while

RL2 Another popular approach to meta-RL is to represent the inner-loop as a policy that is de pendent on *the entire history* of its interaction with the environment and train it on tasks from the task distribution end-to-end with RL. This history includes all of the states, actions, and rewards the policy encounters during a trial. This results in learning an adaptive policy that changes its behavior as it gathers more information about the environment. As discussed in Section 2.3, this is the same as applying a general POMDP method to meta-RL. A similar idea has been explored for supervised learning, for example by Hochreiter et al. [121]. For meta-RL specifically Duan et al. [62] and Wang et al. [321] propose a method called RL2, where the history dependent policy is represented as a re current neural network (RNN). While in this example we focus on RNNs, any history dependent policy could be used.

In RL2, the outer-loop objective is the expected discounted sum of rewards across the entire trial, which may consist of multiple episodes, instead of the standard RL objective that is the expected return in a single episode. This corresponds to the objective given by Equation 3 with *K* = 0 up to differences in the discounting:

*JRL*2 (*θ*) = E*Mi∼p*(*M*)

E*τ∼p*(*τ|Mi,θ*) 8

X *HT*

*t*=0

*γtrt*

*.* (4)

To optimize this objective, RL2treats the trial as a single continuous sequence, during which the RNN hidden state is not reset, even if the trial spans multiple episodes in the underlying MDP. The meta-parameters *θ* are the parameters of the RNN and other neural networks used in processing the inputs and outputs of *fθ*. The task parameters *ϕ* are the ephemeral hidden states of the RNN, which may change after every timestep. The operation of the algorithm is illustrated in Algorithm 2 and Figure 5.

Algorithm 2 RL2for Meta-Reinforcement Learning

1: Initialize meta-parameters *θ* (RNN and other neural network parameters) 2: while not done do

3: Sample tasks *Mi ∼ p*(*M*)

4: for each task *Mi* do

5: Initialize RNN hidden state *ϕ*0

6: Run a continuous trial consisting of multiple episodes

7: for each timestep *t* in the trial do

8: Observe current state *st*, previous action *at−*1, and previous reward *rt−*1 9: Update RNN hidden state with input [*st, at−*1*, rt−*1] and parameters *θ*:

*ϕt* = *fθ*(*st, at−*1*, rt−*1*, ϕt−*1)

10: Sample action *at ∼ πθ*(*·|st, ϕt*)

11: Execute action *at* and receive reward *rt*

12: end for

13: end for

14: Update meta-parameters *θ* by optimizing the expected discounted sum of rewards across the entire trial (4).

15: end while

These two distinct approaches to meta-RL, MAML and RL2, each bring their unique advantages and disadvantages. On one hand, the generality of MAML’s policy gradient algorithm in its inner loop allows it, under specific conditions, to learn a policy starting from its initial state for *any* given task, including those outside the task distribution. On the other hand, RL2 directly approximates the optimal policy of the meta-RL objective, given by equation 3. This policy, known as Bayes-optimal, is the best policy for the task distribution and is further discussed in Section 3.5. Bayes-optimal policies always choose actions that maximize the expected return under uncertainty about the MDP identity, whereas the policy-gradient dependent MAML can only update when full episodes have been collected in the inner-loop. However, a drawback of RL2is that it faces a challenging general ization problem when tested on tasks outside the task distribution. The end-to-end RL training on a narrow task distribution may not result in a policy that generalizes well outside the task distribution.

2.5 Problem Categories

While the given problem setting applies to all of meta-RL, distinct clusters in the literature have emerged based on two dimensions: whether the task-horizon *H* is short (a few episodes) or long (hundreds of episodes or more), and whether the task distribution *p*(*M*) contains multiple tasks or just one. This creates four clusters of problems, of which three yield practical algorithms, as shown in Table 1. We illustrate how these categories differ in Figure 6.

The first cluster in Table 1 is the *few-shot multi-task setting*. In this setting, an agent must quickly – within just a few episodes – adapt to a new MDP sampled from the task distribution it was trained on. This requirement captures the central idea in meta-RL that we want to use the task distribution to train agents that are capable of learning new tasks from that distribution using as few environment interactions as possible. The *shots* in the name of the setting echo the shots in *few-shot classifica tion* [313, 73, 280], where a model is trained to recognize new classes given only a few samples from each. In meta-RL, the number of exploration episodes *K* is more or less analogous to the shots in classification. This setting is discussed in detail in Section 3.

While few-shot adaptation directly tackles the motivating question for meta-RL, sometimes the agent faces an adaptation problem so difficult that it is unrealistic to hope for success within a small number of episodes. This might happen, for example, when adapting to tasks that do not have support in the
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Figure 6: Illustration of the different meta-RL settings considered in this survey. Each setting is summarized in terms of its motivating goal, task distribution, and the defining features of its algo rithms. The small embedded figures on the right illustrate the adaptation over task distributions in each setting. The tasks are shown as bars depicting trials with the shot and task-horizon depicted by the lengths of the green and red bars.
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Multi-task Single-task

Few-Shot RL~~2~~[62, 321], MAML [73] -

Many-Shot LPG [220], MetaGenRL [146] STAC [355], FRODO [340]

Table 1: Example methods for the three categories of meta-RL problems. The categorization is based on whether they consider multi-task task distributions or a single task and few or many shots.

task distribution. In such cases, the inner-loop may require thousands of episodes or more to produce a good policy for a new task, but we would still like to use meta-learning to make the inner-loop as data-efficient as possible. We discuss this *many-shot multi-task* setting in Section 4.

Meta-RL is mostly concerned with the multi-task setting, where the inner-loop can exploit similar ities between the tasks to learn a more data-efficient adaptation procedure. In contrast, in standard RL, agents are often trained to tackle a single complex task over many optimization steps. Since this is often highly data-inefficient, researchers have investigated whether meta-learning methods can improve efficiency even without access to a distribution of related tasks. In such cases, the ef ficiency gains must come from transfer within the single lifetime of the agent or from adaptation to the local training conditions during training. Methods for this *many-shot single-task* setting tend to resemble those in the many-shot multi-task setting and are therefore also discussed in Section 4.

The fourth cluster is the *few-shot single-task* setting, where a hypothetical meta-learner would accel erate learning on a single task within a few episodes without transfer from other related tasks. The short lifetime of the agent is unlikely to leave enough time for the inner-loop to learn a data-efficient adaptation procedure and produce a policy using it. Therefore, there is to our knowledge no research targeting this setting.

2.6 Related Work

Related Fields The objective of this survey is to introduce, summarize, and highlight research in the field of meta-reinforcement learning. Several existing surveys [301, 122, 325, 227, 142] include some meta-RL methods, but differ in a few key ways. Thrun et al. [301] and Hospedales et al. [122] both include meta-RL methods, but focus on meta-learning more broadly, including meta-supervised learning. Wang et al. [325] survey methods for few-shot learning, but meta-RL is broader than few shot learning, since meta-RL also includes many-shot problems, and meta-RL additionally requires a task-distribution for learning in the few-shot setting. Parker-Holder et al. [227] survey methods for AutoRL, but also include non-learned algorithms for adapting to new MDPs. Kirk et al. [142] survey methods for generalization in RL, which includes meta-RL methods, but also includes both non-learned algorithms and problems that do not require adaptation, i.e., problems where a single policy can perform optimally without specialization to the given task. Of all the related machine learning fields, meta-supervised learning (meta-SL) and multi-task RL, are the most closely related.

Meta-Supervised Learning There are many points of similarity between meta-RL and meta-SL research. Like meta-RL, meta-SL considers a distribution of tasks. However, whereas the tasks in meta-RL are defined by MDPs, the tasks in meta-SL are defined by fixed datasets. Some algorithms have been proposed as methods for both meta-SL and meta-RL [73, 201]. Moreover, many algo rithmic choices have analogues in both settings. For example, in the few-shot setting, the use of attention over prior states in meta-RL [254, 81, 298], has analogues in the kernel-based methods of supervised meta-SL [262, 313, 288]. These methods are covered later in Section 3.3. Additionally, in the many-shot setting, meta-learning optimizers and objective functions has been covered in both meta-RL [123, 146, 220, 20, 181, 154] and meta-SL [12, 164, 20]. These methods are covered in Section 4.3. Finally, imitation learning is considered a closely related pursuit to RL, since both consider sequential decision making problems. Therefore, we discuss meta-supervised learning for imitation learning in Section 3.6.

In addition to similarities in the problem settings and methods, meta-RL and meta-SL have some key differences. In particular, meta-SL generally considers fixed datasets while meta-RL does not. In meta-RL, the adapted policy is responsible for collecting more data, which is fed back into the dataset for adaptation. This introduces a problem of data collection for adaptation to the given task. Moreover, since the meta-RL agent must adapt quickly, this requires that the agent also explores quickly. Fast exploration and the resulting challenges are unique to meta-RL and are a key theme discussed at length in Section 3.
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Multi-Task RL Multi-task RL, like meta-RL, considers a distribution of MDPs. However, whereas a meta-RL agent must identify the MDP that it encounters, in multi-task RL, the agent has access to a ground-truth representation of the task. While some solutions from multi-task RL, such as PopArt [119], are immediately applicable to meta-RL [101], differences in evaluation also prevent some methods from being applicable. For example, multi-task RL is often evaluated over a finite set of discrete tasks, whereas meta-RL agents often encounter new tasks at test time [299, 351]. This allows multi-task methods to train separate networks for each task [299], whereas such approaches are not immediately applicable in meta-RL.

Generally, multi-task RL can be seen as an easier version of meta-RL, in the sense that the MDP representation is known, so there is no need to learn it from data, nor to explore to get data for adaptation. In fact, an entire category of meta-RL methods tries to explicitly infer the MDP identity in order to reduce the meta-RL problem to the easier multi-task RL problem, which is discussed in Section 3.3. However, there can also be cases in which meta-RL is possible and multi-task RL is not. Since generalization to different tasks in multi-task RL occurs without conditioning on data at test time, it is always zero-shot generalization. Such generalization may not be possible, in practice, if the task representation is not sufficiently informative. For example, if the task is represented as a one-hot categorical vector, then it may be impossible to generalize to categories not seen during training. However, while multi-task RL would fail, meta-learning may still be viable in this case, if a more informative representation of the task can be inferred from data, or if additional learning at test time can compensate for sparsity in the training distribution.

3 Few-Shot Meta-RL

In this section, we discuss few-shot adaptation, where the agent meta-learns across multiple tasks and at meta-test time must quickly adapt to a new, but related task in a few timesteps or episodes.

As a concrete example, recall the robot chef learning to cook in home kitchens. Training a new policy to cook in each user’s home using reinforcement learning from scratch would require many samples in each kitchen, which can be wasteful as general cooking knowledge (e.g., how to use a stove) transfers across kitchens. Wasting many data samples in the homes of customers who purchased a robot may be unacceptable, particularly if every action the robot takes risks damaging the kitchen. Meta-RL can automatically learn a procedure, from data, for adapting to the differences that arise in new kitchens (e.g., the location of the cutlery). During meta-training, the robot may train in many different kitchens in simulation or a setting with human oversight and safety precautions. Then, during meta-testing, the robot is sold to a customer and deployed in a new kitchen, where it must quickly learn to cook in it. However, training such an agent with meta-RL involves unique challenges and design choices.

In particular, here we summarize the literature in terms of the inner-loop, the exploration, the su pervision, and whether the RL algorithm is model-based or model-free. We categorize by the type of inner-loop, since the majority of research considers different inner-loop parameterizations. We consider exploration, since learning exploration is unique to meta-RL compared to meta-SL, as dis cussed in Section 2.6. We classify closely related problem settings, which utilize imitation learning, and some other forms of supervision, by the supervision available. Finally, we survey model-based approaches to meta-RL, since they present different trade-offs to model-free methods. However, we only discuss model-based methods briefly, as most meta-learning literature concerns the model-free setting.

Meta-parameterization In this section, we first discuss three common categories of methods in the multi-task few-shot setting. Methods in these categories are further classified in Table 2. Recall that meta-RL itself learns a learning algorithm *fθ*. This places unique demands on *fθ* and suggests particular representations for this function. We call this design choice the *meta-parameterization*, with the most common ones being the following:

• Parameterized policy gradient methods build the structure of existing policy gradient algorithms into *fθ*. We review these in Section 3.1.

• Black box methods impose little to no structure on *fθ*. We review these in Section 3.2.

• Task inference methods structure *fθ* to explicitly infer the unknown task. We review these in Section 3.3.
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MAML-like

Distributional MAML

Meta-gradient estimation

Alternative

Parameterized Policy Gradients

Finn et al. [73], Li et al. [168], Park et al. [225], Vuorio et al. [315], Zintgraf et al. [368], Flennerhag et al. [77], Raghu et al. [237], Song et al. [282], Lou et al. [180], and Tack et al. [294]

Gupta et al. [108], Yoon et al. [348], Wang et al. [326], Zou et al. [374], and Ghadirzadeh et al. [94]

Foerster et al. [80], Al-Shedivat et al. [273], Stadie et al. [284], Farquhar et al. [71], Liu et al. [179], Mao et al. [189], Rothfuss et al. [259], Fallah et al. [70], Gao et al. [88], Fallah et al. [69], Tang et al. [297], Vuorio et al. [314], Liu et al. [175, 176], Ren et al. [245], Tack et al. [294], and Tang [296]

outer-loop algorithms Sung et al. [289], Mendonca et al. [194], and Song et al. [282]

Black Box

RNN inner-loop Heess et al. [117], Duan et al. [62], Wang et al. [321], and Fakoor et al. [68] Oh et al. [219], Mishra et al. [201], Ritter et al. [255], Fortunato et al. [81],

Attention

AlKhamissi et al. [8], Emukpere et al. [65], Ritter et al. [253], Wang et al. [319], Melo [192], Xu et al. [339], and Team et al. [298]

Hebbian Learning Miconi et al. [198, 197], Najarro et al. [213], Chalvidal et al. [39], and Rohani et al. [256]

Spiking neurons Bellec et al. [26]

Gradient updates to

MLP Munkhdalai et al. [207]

Q-Learning

Outer-Loop Fakoor et al. [68]

PPG and black-box Vuorio et al. [315], Xiong et al. [337], and Ren et al. [245] Hypernetworks Beck et al. [22] and Irie et al. [128]

Task Inference

Multi-task

pre-training

Latent trained by

Humplik et al. [126], Kamienny et al. [137], Raileanu et al. [238], Liu et al. [177], and Peng et al. [230]

value-function Rakelly et al. [241] and Wen et al. [328]

Latent for reward or dynamics

Zhou et al. [367], Raileanu et al. [238], Zintgraf et al. [372], Akuzawa et al. [4], Zhang et al. [358], Zintgraf et al. [369], Zintgraf et al. [371], Beck et al. [22], He et al. [115], Imagawa et al. [127], and Rimon et al. [252]

Contrastive learning Guo et al. [105], Fu et al. [83], Mu et al. [206], and Choshen et al. [46] Variance reduction Luo et al. [187]

Policy latent Raileanu et al. [238]

Q-Learning

outer-loop Liu et al. [177] and Zhang et al. [357] Sub-Tasks Sohn et al. [281] and Zhang et al. [357]

Permutation invariance

Rakelly et al. [241], Korshunova et al. [147], Raileanu et al. [238], Imagawa et al. [127], and Beck et al. [23]

Test-time fine-tuning Lan et al. [153], Xiong et al. [337], and Imagawa et al. [127] Human preferences Ren et al. [246]

Known Dynamics Lee et al. [158]

Hypernetworks Peng et al. [230] and Beck et al. [22, 24]

Table 2: Few-shot meta-RL research categorized by method. The majority of methods fall into one of three clusters: Parameterized policy gradient, black box, or task inference. These categories de termine how the inner-loop is parameterized. Within each cluster, we further categorize the methods. Explanations of these methods can be found in Sections 3.1, 3.2, and 3.3, respectively.
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While each of these categories represents a discrete cluster of research, other authors cluster the research diffently and may use different names to refer to these clusters. For example, parameter ized policy gradient methods are sometimes referred to as *gradient-based* methods [73, 241], or are referred to as part of a larger category of methods in meta-SL called *optimization-based* meth ods [122]. Additionally, black box methods and task-inference methods are sometimes referred to collectively as *context-based* methods [241].

Along with the parameterization of the inner-loop, related design choices include the representation of the base policy and the choice of the outer-loop algorithm. Each method must additionally spec ify which base policy parameters are adapted by the inner-loop, and which are meta-parameters. We call this design choice the adapted policy parameters. For each of the three types of meta parameterizations in this section, we discuss the inner-loop, the outer-loop, and the adapted policy parameters.

Exploration While all these methods are distinct, they also share some challenges. One such challenge is that of *exploration*, the process of collecting data for adaptation. In few-shot learning, exploration determines how an agent takes actions during its few shots. Subsequently, an agent must decide how to adapt the base policy using this collected data. For the adaptation to be sample effi cient, the exploration must be efficient as well. Specifically, the exploration must target differences in the task distribution (e.g., different locations of cutlery). In Section 3.4, we discuss the process of exploration, along with ways to add structure to support it. While all few-shot methods must learn to explore an unknown MDP, there is an especially tight relationship between exploration methods and task inference methods. In general, exploration may be used to enable better task inference, and conversely, task inference may be used to enable better exploration. One particular way in which task inference may be used to enable better exploration is by quantifying uncertainty about the task, and then choosing actions based on that quantification. This method may be used in order to learn optimal exploration. We discuss this in Section 3.5.

Supervision Meta-RL methods also differ in the assumptions that they make about the available *supervision*. In the standard meta-RL problem setting, rewards are available during both meta training and meta-testing. However, providing rewards in each phase presents challenges. For ex ample, it may be difficult to manually design an informative task distribution for meta-training, and it may be impractical to measure rewards with expensive sensors during deployment for meta testing. In this case, unique methods must be used, such as automatically designing rewards for the outer-loop, or creating an inner-loop that does not need to condition on rewards. Alternatively, super vision that is more informative than rewards can be provided. We review such settings, challenges, and methods in Section 3.6.

Model-Based Meta-RL Some meta-RL methods explicitly learn a model of the MDP dynamics and reward function. Such methods are called *model-based* methods, in contrast to *model-free* methods that do not explicitly learn a model of the environment. Model-based methods confer advantages such as sample-efficient and off-policy meta-training. Moreover, using an off-the-shelf planning algorithm with the learned model can be easier for some task distributions than learning a complicated policy directly. However, model-based methods generally require the implementation of additional components and can have lower asymptotic performance. We discuss these trade offs and the applications of model-based RL to meta-RL in Section 3.7. We keep discussion in this section brief, since most meta-RL literature considers mode-free RL, the relevant trade-offs are similar in meta-RL and RL at large, and most model-based meta-RL methods have an analogous model-free method that will have already been discussed by that point.

Theory of Meta-RL Finally, we consider theoretical research on meta-RL. While meta-RL is a relatively new area of research, several studies have found interesting theoretical challenges in it. These insights relate well to the empirical findings, which constitute the majority of the research in meta-RL. In Section 3.8, we survey important theoretical works in meta-RL. We believe there is a lot more to explore in the theory of meta-RL and therefore hope this survey can motivate future research.

3.1 Parameterized Policy Gradient Methods

Meta-RL learns a learning algorithm *fθ*, the inner-loop. This inner-loop is learned to maximize the meta-RL objective given by Equation 3, over samples from a task distribution, *p*(*M*). However, during training, we generally only assume access to samples from this distribution. These samples
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may be limited, and the distribution over which we want to generalize may be broad. Moreover, the distribution on which the meta-RL is evaluated for meta-testing may differ from the distribution on which the meta-RL agents is meta-trained. Each of these motivates the need for learning to take place in the inner-loop algorithm *fθ*. This section discusses methods for building such structure into the inner-loop itself.

We call the parameterization of *fθ* the *meta-parameterization*. In this section, we discuss one way of parameterizing the inner-loop that builds in the structure of existing standard RL algorithms. *Pa rameterized policy gradients (PPG)* are a common class of methods which parameterize the learning algorithm *fθ* as a policy gradient algorithm. These algorithms generally have an inner-loop of the

form

*ϕj*+1 = *fθ*(*Dj , ϕj* ) = *ϕj* + *αθ∇ϕj J*ˆ*θ*(*Dj , πϕj*)*,*

where *J*ˆ*θ*(*Dj , πϕj*) is an estimate of the returns of the policy *πϕj*. For example, recall the MAML algorithm discussed in Section 2.4. In MAML, *θ* = *ϕ*0, and so the initialization is the meta-learned component. It is also possible to add additional pre-defined components to the inner-loop, such as sparsity-inducing regularization [180]. In general, whatever structure is not predefined, is a param eter in *θ* that is meta-learned. In addition to initialization, the meta-learned structure can include components such as hyper-parameters [168]. Some methods also meta-learn a preconditioning ma trix to approximate the curvature of the objective, inspired by second-order optimization methods. These methods generally have the form *ϕj*+1 = *ϕj* + *αθMθ∇ϕj J*ˆ*θ*(*Dj , πϕj*) [225, 77]. While a value based-method could be used to parameterize the inner-loop instead of a policy gradient [373], value based-methods generally require many more steps to propagate reward information [202], and so are typically reserved for the many-shot setting, discussed in Section 4. In this section, we focus on PPG methods. We begin by discussing different parameters of the base policy that the inner-loop may adapt. Then, we discuss options for outer-loop algorithms and optimization. We conclude with a discussion of the trade-offs associated with PPG methods.

Adapted policy parameters PPG algorithms commonly meta-learn an initialization, and then adapt that initialization in the inner-loop. Instead of adapting a single initialization, several PPG methods learn a full distribution over initial policy parameters, *p*(*ϕ*0) [108, 348, 326, 374, 94]. This distribution allows for modeling uncertainty over policies. The distribution over initial parameters can be represented with a finite number of discrete particles [348], or with a Gaussian approximation fit via variational inference [108, 94]. Moreover, the distribution itself can be updated in the inner loop, to obtain a posterior over (a subset of) model parameters [108, 348]. The updated distribution may be useful both for modeling uncertainty [348], and for temporally extended exploration, if policy parameters are resampled periodically [108].

Alternately, some PPG methods adapt far fewer parameters in the inner-loop. Instead of adapting all policy parameters, they adapt a subset [368, 237]. For example, one method adapts only the weights and biases of the last layer of the policy [237], while leaving the rest of the parameters constant throughout the inner-loop. Another method adapts only a vector, called the *context vector*, on which the policy is conditioned [368]. In this case, the input to the policy itself parameterizes the range of possible behavior. We write the policy as *πθ*(*a|s, ϕ*), where *ϕ* is the adapted context vector. The weights and biases of the policy, as well as the initial context vector, constitute the meta-parameters that are constant in the inner-loop. We visualize the use of a context vector in Figure 7.

Consider the algorithm Context Adaptation via Meta-learning (CAVIA) [368]. CAVIA is similar to MAML but it only adapts a context vector, which is initialized to the zero vector:

*ϕ*0 = 0*,*

*ϕj*+1 = *ϕj* + *αθ∇ϕj J*ˆ*θ*(*Dj , πθ*(*·|ϕj* ))*.*

While the update to *ϕ* is the same as in MAML, here, *ϕ* represents a vector passed as an input to the policy network, while all the weights and biases of the network remain fixed throughout adaptation. One benefit of adapting a subset of parameters in the inner-loop is that it may mitigate overfitting in the inner-loop, for task distributions where only a small amount of adaption is needed [368].

Meta-gradient estimation in outer-loop optimization Effective learning in the outer-loop of PPG algorithms requires access to estimates of *meta-gradients*, i.e., gradients of the outer-loop ob jective with respect to the meta-parameters. Most commonly, the meta-gradients are computed by directly optimizing objective 3 with a policy gradient algorithm. However, naively applying a policy
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Figure 7: Illustration of meta-RL without (left) and with (right) a context vector. The context vector can be updated with backpropagation in a PPG method or by a neural network in a black box method. When using a context vector, some of the policy parameters are not adapted by the inner-loop, and are instead meta-parameters set by the outer-loop.

gradient method in the outer-loop can lead to a suboptimal bias-variance trade-off. Significant re search has considered how to improve this trade-off when estimating meta-gradients for PPG meth ods [80, 284, 179, 189, 259, 70, 69, 297, 314, 175, 294, 296]. Next, we discuss the bias-variance trade-offs in meta-gradient estimation for PPG methods and the algorithms arising from choosing different points in the trade-off.

The unbiased gradient of the meta-RL objective given by Equation 3 with respect to the meta parameters *θ* can be computed as follows. Since the distribution of tasks does not depend on the meta-parameters, we can estimate the meta-gradient with respect to each task separately and then combine. The expression for the meta-gradient for a single task is given by

*∇θ*E*D*

X *τ∈DK*:*H*

*G*(*τ* )

*fθ*= *∇θ*X*H k*=*K*

Z

*G*(*τk*)Y*k i*=0

*p*(*τi*; *ϕi*)*dτi.*

Here, we take into account that the returns from previous trajectories are not influenced by the policies of future trajectories. Therefore, we restricted the product of trajectory probabilities to range only from *i* = 0 to *k*. Since the probabilities of the trajectories depend on *θ*, we use the log-derivative trick to get the gradient of the product

=X*H k*=*K*

Z

*G*(*τk*)Y*k i*=0

*p*(*τi*; *ϕi*)*∇θ* logY*k i*=0

*p*(*τi*; *ϕi*)*dτi.*

Finally, we use the chain rule to get the meta-gradient:

=X*H k*=*K*

Z

*G*(*τk*)Y*k i*=0

*p*(*τi*; *ϕi*)X*k j*=0

*∇θϕj∇ϕj* log *p*(*τj* ; *ϕj* )*dτi*

Naively applying a policy gradient algorithm to the returns P*Hk*=*K G*(*τk*) does not compute this meta-gradient. To see why, we reorganize the terms to get

=X*H k*=*K*

E*D*

*G*(*τk*)

*∇θϕk∇ϕk*log *p*(*τ* ; *ϕk*) +

*k*X*−*1 *j*=0

*∇θϕj∇ϕj* log *p*(*τj* ; *ϕj* )

*,*

where the first gradient term is the regular policy gradient on the *k*th trajectory w.r.t. the meta parameters, and the gradient terms in the sum are the gradients of the policies on the *j*th trajectories for 0 *≤ j ≤ k −* 1 w.r.t. the meta-parameters. These latter terms, sometimes called *sampling correction* terms, are often omitted in practice, yielding biased meta-gradient estimates [273, 284].

Recall that PPG methods produce a sequence of policies, and generally optimize Equation 3 with *K* = *H − n*, where *n* is the number of episodes collected by the final policy. Actions taken by any one policy affect the data seen by the next, and thus these actions affect the expected return of the later policies. The sampling-correction terms account for this dependence. Ignoring them
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amounts to ignoring actions from earlier policies when training the inner-loop to optimize the meta RL objective and thus introduces bias to the meta-gradient estimation [273]. This bias can sometimes be detrimental to the meta-learning performance but the high variance of the unbiased estimator often dominates [284, 70, 314].

Significant research has considered a meta-gradient estimator derived originally for computing higher-order meta-gradients [80, 71, 179, 189, 259, 297, 176, 296]. In practice, PPG algorithms use a sample-based policy gradient algorithm for updating the policy parameters in the inner-loop. The higher-order meta-gradients of the sample-based inner-loop are different from those of an inner loop that uses the expected policy gradient. Foerster et al. [80] and Rothfuss et al. [259] argue that the higher-order meta-gradients of the sample-based inner-loop should approximate those of the ex pected inner-loop and derive alternative sample-based inner-loop update functions for that purpose. While these meta-gradient estimators are still biased, their variance has a more benign dependence on the inner-loop sample size than the unbiased meta-gradient estimator and therefore can achieve a better point in the bias-variance trade-off than either the naive or the unbiased meta-gradient esti mators [297, 176]. To further reduce the variance of this class of meta-gradient estimators, [71, 179, 189, 259] propose to ignore certain high-variance terms in the estimator and introduce baselines.

Alternatively, some PPG methods do not require higher-order meta-gradients. For example, [73] use a first-order approximation of the meta-gradient, whereas [282] use gradient-free optimization. (See Nichol et al. [217] for another first-order approximation proposed for supervised meta-learning, and recently used in meta-RL [245].) Furthermore, when meta-learning an initialization as in MAML, for a limited number of tasks or limited amount of data in the inner-loop, it may even be preferable to set the inner-loop to take no steps at all during meta-training, i.e., without adapting to each task [88]. In this case, task adaptation occurs only through fine-tuning at test-time. The lack of explicit meta-learning can be seen as a limitation of the meta-learning approach and is discussed further in Section 6. Additionally, it is possible to use a value-based algorithm in the outer-loop, instead of a policy gradient algorithm, which avoids meta-gradients altogether [289].

Outer-loop algorithms While most PPG methods use a policy-gradient algorithm in the outer loop, other alternatives are possible [289, 194]. For example, one can train a critic, *Qθ*(*s, a, D*), using-TD error in the outer-loop, then reuse this critic in the inner-loop [289]. Alternatively, instead of estimating meta-gradients via backpropagation, *evolution strategies* (ES) [244, 329, 261] may be used [282]. Additionally, one can train task-specific experts and then use these for imitation learn ing in the outer-loop. While neither directly learn exploratory behavior by optimizing Equation 3, they can work in practice. We provide a more complete discussion of outer-loop supervision in Section 3.6.

PPG trade-offs One of the primary benefits of PPG algorithms is that they produce an inner-loop that converges to a locally optimal policy, even when relatively few samples are available for meta training or when the task distribution differs from meta-training to meta-testing. PPG inner-loops are generally guaranteed to converge under the same assumptions as standard policy gradient methods. For example, the MAML inner-loop converges with the same guarantees as REINFORCE [330], since it simply runs REINFORCE from a meta-learned initialization. Even convergence bounds are possible [69]. However, as with any policy gradient algorithm that uses estimated gradients, the guarantees given by REINFORCE are rather weak, and in some cases a step of REINFORCE can even make the policy worse on the task [55]. Having a learning algorithm that eventually adapts to a novel task is desirable, since it reduces the dependence on seeing many relevant tasks during meta-training.

Although parameterizing *fθ* as a policy gradient method may ensure that adaptation generalizes, this structure also presents a trade-off. Typically the inner-loop policy gradient has high variance and requires a value estimate covering the full episode, so estimating the gradient generally requires many episodes. Hence, PPG methods are generally not well-suited to few-shot problems that require stable adaption at every timestep or within very few episodes in the inner-loop. Moreover, PPG methods are often sample-inefficient during meta-training as well, because the outer-loop generally relies on on-policy evaluation, rather than an off-policy method that can reuse data efficiently.

In general, there is a trade-off between generalization to novel tasks and specialization over a given task distribution. How much structure is imposed by the parameterization of *fθ* determines where each algorithm lies on this spectrum. The structure of PPG methods places them near the end of the spectrum that ensures generalization. This is visualized in Figure 8. While this spectrum
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Figure 8: The meta-parameterization spectrum. On the left are methods like MAML that hard-code the structure of policy gradients into the inner-loop. Such methods generalize better. On the right are black box methods, which learn all of the structure of the inner-loop from data. Such methods can specialize to the task distribution better.

summarizes current methods, the trade-off is not necessarily inherent to the problem setting, and future work could investigate methods that achieve the best of both worlds. In the next section, we discuss methods at the other end of the spectrum.

3.2 Black Box Methods

In contrast to PPG methods, *black box methods* are near the other end of the spectrum. In principle, they can learn any arbitrary learning procedure, since they represent *fθ* with a neural network as a universal function approximator. This places fewer constraints on the function *fθ* than with a PPG method. Since *fθ* represents an arbitrary function of history, the modified policy can represent an arbitrary history-dependent policy. As discussed in Section 2, such a policy is sufficient for learning an optimal policy for a POMDP, and thus for the meta-RL problem as well. Recall the RL2 algorithm [62] from Section 2.4. In this case, *fθ* is represented by a recurrent neural network, whose outputs are an input vector to the base policy. While the use of a recurrent network to output a context vector is common, black box methods may also structure the base policy and inner-loop in other ways. In this section we survey black box methods. We begin by discussing architectures that are designed for different amounts of diversity in the task distribution. Each of these architectures has different adapted policy parameters. Then, we discuss distinct ways to structure the inner-loop and alternative outer-loop algorithms. Finally, we conclude with a discussion of the trade-offs associated with black box methods.

Adapted policy parameters On one hand, some task distributions may require little adaptation for each task, as discussed in Section 3.1. For example, if a navigation task varies only by goal location, then it may be that not many policy parameters need to be adapted. Many black box methods have been applied to such task distributions [321, 126, 372]. In such a setting, it is sufficient to only adapt a vector, used as an input to the base policy, instead of all parameters of the base policy [62, 321, 126, 368, 68, 372, 177]. This vector, *ϕ*, is called a *context vector*, just as in PPG methods. This distinction is visualized in Figure 7. The context is produced by a recurrent neural network, or any other network that conditions on history, such as a transformer or memory-augmented network. Using a recurrent neural network, the inner-loop can be written *fθ*(*D*) = RNN*θ*(*D*). In this case, the inner-loop (*fθ*) and base policy (*πθ*(*a|s, ϕ*)) together, can also be seen as a single object, forming a history-dependent policy. This is a common architecture for few-shot adaptation methods [62, 321, 126, 68, 372, 177].

On the other hand, some task distributions may require significant differences in behavior between the optimal policies. By conditioning a policy on a context vector, all of the weights and biases of *π* must generalize between all tasks. However, when significantly distinct policies are required for dif ferent tasks, forcing base policy parameters to be shared may impede adaptation [22]. Alternatively, just as in PPG methods, there may be no context vector, but the inner-loop may adapt the weights and biases of the base policy, directly [22]. The weights and biases here are the task parameters, *ϕ*, output by the inner-loop. The inner-loop may produce all of the parameters of a feed-forward base policy [22], or may modulate the weights of a recurrent base learner [77]. In these cases, using one network to map all data in the trial, *Dj* , to weights and biases of another network defines a
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Figure 9: Illustration of black box meta-RL with hypernetwork (left) and with a context vector (right). When the inner-loop is a recurrent neural network, generating all the parameters of the policy, including its weights and biases, results in a hypernetwork. Alternatively, the RNN can output a context vector on which the policy is conditioned.

hypernetwork [110]. The architecture can be written as *πϕ*(*a|s*), where *ϕ* = *hθ*(RNN*θ*(*D*)), *h* is a hypernetwork, and *ϕ* are the weights and biases of the policy. See Figure 9 for an illustration.

Inner-loop representation While many black box methods simply use recurrent neural networks as the inner-loop representation, [117, 62, 321, 68], alternative representations have also been in vestigated. These representations include networks of spiking neurons [26], a type of biologically inspired neuron; Hebbian learning [198, 197, 213, 39, 256], another type of biologically inspired learning covered in Section 3.6; networks using attention and convolution [201]; recurrent hyper networks that update their own weight matrices [128]; storage of memories in the weights of a feed forward network [207]; the external storage of memory states when tasks change in a non-stationary environment [255, 8]; and the use of differentiable neural dictionaries [235] and successor features with generalized policy improvement [18] for meta-training [65]. However, most alternative repre sentations use some form of attention [98, 308] to parameterize the inner-loop [219, 201, 255, 81, 65, 253, 319, 192, 339, 298].

Attention can be thought of as a soft form of a key-value lookup in a dictionary. Specifically, it is a mechanism for combining different vectors based on the similarity of their associated key vectors to a given query vector. Given a query vector, *q*, a matrix, *V* , where each row is one of *n* value vectors over which to attend, and a matrix *K*, where each row is one of *n* key vectors, then attention can be written

*i*=*n*

Attention(*q, K, V* ) = X *i*=0

*wi*(*q, Ki*)*Vi*

where *w ∈* ∆*n* is a weight vector defining the convex combination of value vectors [98]. Gener ally, attention computes the weights as *w* = softmax(*Kq*), leading to an attention mechanism that simplifies to

Attention(*q, K, V* ) = *VT*softmax(*Kq*) = (softmax(*qT KT*)*V* )*T.*

Additionally, computing multiple queries, with each as a row vector in *Q*, we can write this as Attention(*Q, K, V* ) = softmax(*QKT*)*V.*

Some methods combine attention with convolution [201], or use attention over past recurrent states [219, 255, 81, 298], while others use self-attention alone [253, 319, 298]. For example, to attend to past recurrent states, *q* may be a function of the current hidden state of a recurrent network, while *K* and *V* may be (two different linear projections of) all prior hidden states computed over *D*. A generalization of such methods can be seen in Figure 10. In contrast, self-attention models *Q*, *K*, and *V* all as linear projections of the inputs in *D* first, then as linear projections of the previous attention layer, for multiple attention layers in a row.
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Figure 10: Attention over past recurrent states in the inner-loop of black box methods. One approach is to use the current hidden state as a query in attention over past recurrent states. The keys (*K*) and values (*V* ) are all linear projections of the past recurrent states. The output, *ϕ*, is a a convex combination of the projected hidden states (*V* ), where the combination is specified by this weight vector (*w*), computed from the similarity between the keys (*K*) and query (*q*). Components in green are optional. In order to provide long-term context to the RNN, the output from attention over past hidden states, *VT w*, can be passed as an input to the RNN at the next timestep. Additionally, the output, *ϕ*, can be *VT w*, *h*, or a concatenation of both. Passing the RNN state, *h*, as an output, with *VT w* as an input, allows multiple steps of attention to be integrated into the final output.

Attention mechanisms seem to aid in generalization to novel tasks outside of the distribution, *p*(*M*), [81, 192] and self-attention may be useful for complex planning [253]. Still, attention is computa tionally expensive: whereas recurrent networks use *O*(1) memory and compute per timestep, atten tion generally requires *O*(*t*2) memory and compute per timestep *t*, which may cross many episodes. While fast approximations of attention exist [138], solutions in meta-RL often simply maintain only memory of a fixed number of the most recent transitions [201, 81]. Nonetheless, both transform ers, which use self-attention, and recurrent neural networks can still struggle to meta-learn simple inductive biases, particularly for complex task distributions generated by simple underlying rules in low-dimensional spaces [149, 40].

Outer-loop algorithms While many black box methods use on-policy algorithms in the outer loop [62, 321, 372], it is straightforward to use off-policy algorithms [241, 68, 177], which bring increased sample efficiency to RL. For discrete actions, it is also straightforward to use *Q*-learning [68, 177, 357], in which case the inner-loop must change as well. In this case, the inner-loop estimates *Q*-values instead of directly parameterizing a policy. The policy can then act greedily with respect to these *Q*-values at meta-test time. This approach can be thought of as modifying recurrent *Q*-networks [114] to fit the meta-RL setting, which compares favorably compared to other state-of-the-art meta-RL methods [68].

Black box trade-offs One key benefit of black box methods is that they can rapidly alter their policies in response to new information, whereas PPG methods generally require multiple episodes of experience to get a sufficiently precise inner-loop gradient estimate. For example, consider an agent that must learn which objects in a kitchen are hot at meta-test time. While estimating a policy gradient, a PPG method may touch a hot stove multiple times before learning not to. In contrast, a black box method may produce an adaptation procedure that never touches a hot surface more than once. Black box methods can learn such responsive adaptation procedures because they represent the inner-loop as an arbitrary function that maps from the cumulative task experience to the next action.
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However, black-box methods also present a trade-off. While black-box methods can tightly fit their assumptions about adaptation to a narrow distribution of data, *p*(*M*), increasing specialization, they often struggle to generalize outside of *p*(*M*) [321, 74, 81, 337]. Consider the robot chef: while it may learn to not touch hot surfaces, it is unlikely a black box robot chef will learn a completely new skill, such as how to use a stove, if it has never seen a stove during meta-training. In contrast, a PPG method could still learn such a skill at meta-test time with sufficient data. While there have been efforts to both broaden the set of meta-training tasks and manually add inductive biases to black-box methods for generalization, which we discuss in Section 4, whether to use a black-box method or PPG method generally depends on the amount of generalization and specialization in the problem to be solved.

Additionally, there exist trade-offs in outer-loop optimization challenges between PPG and black box methods. On one hand, as discussed in Section 3.1, PPG methods often estimate a meta-gradient, which is difficult to compute [273], especially for long horizons [334]. On the other hand, black box methods do not have the structure of optimization methods build into them, so they can be harder to train from scratch, and have associated outer-loop optimization challenges even for short horizons. Black box methods generally make use of recurrent neural networks, which can suffer from vanish ing and exploding gradients [228]. Moreover, the optimization of recurrent neural networks can be especially difficult in reinforcement learning [21], while transformers can be even more problematic to train [224, 192]. While large transformers have shown some notable success in meta-RL, such solutions require the use of curriculum learning and distillation to train stably [298]. Thus, the rapid updates of black box methods in meta-RL, while enabling fast learning, also present challenges for meta-learning.

Some methods use both PPG and black-box components [315, 337, 245]. In particular, even when training a fully black-box method, the policy or inner-loop can be fine-tuned with policy gradients at meta-test time [153, 337, 127].

3.3 Task Inference Methods

Closely related to black box methods are *task inference* methods, which often share the same pa rameterization as black box methods and thus can be considered a subset of them. However, pa rameterizations of the inner-loop may be specific to task inference methods [241, 147, 372], which generally train the inner-loop to perform a different function by optimizing a different objective.

Task inference methods generally aim to identify the MDP, or task, to which the agent must adapt, in the inner-loop. In meta-RL, the agent must repeatedly adapt to an *unknown* MDP whose representa tion is not given as input to the inner-loop. While the agent ultimately acts to maximize reward, the entire purpose of the inner-loop can be described as identifying the task. The agent’s belief about what it should do can be represented as a distribution over tasks. As discussed in Section 2, this posterior distribution constitutes a sufficient statistic, or information state [287], for the meta-RL problem. Since we already know the form of this sufficient statistic, the inner-loop can model it di rectly, instead of learning a mapping from history to action end-to-end. *Task inference* is the process of inferring this posterior distribution over tasks, conditional on what the agent has seen so far.

Consider the case where the agent has uniquely identified the task. Then, at this point, the agent knows the MDP and could in fact use classical planning techniques, such as value iteration, to com pute the optimal policy directly. In this scenario, no further learning or data collection is required. More practically, if the task distribution is reasonably small and finite, we can avoid even having to explicitly plan, by learning a mapping from the task to the optimal policy directly, during meta training. In fact, training a policy over a distribution of tasks, with the policy conditioned on the true task, can be taken as the definition of multi-task RL [351]. In the multi-task case, a mapping is learned from a known task to a policy. In meta-RL the only difference is that the task is not known. Thus task inference can be seen as an attempt to move a meta-learning problem into the easier multi-task setting.

When uncertainty remains in the distribution, instead of mapping a task to a base policy, task infer ence methods generally map a task distribution, given the current data, to a base policy. This can be seen as learning a policy conditioned on a (partially) inferred task. In this case, learning becomes the process of reducing uncertainty about the task. The agent must collect data that enables it to identify the task. That is, the agent mustexplore to reduce uncertainty in the posterior given by task inference. Task inference is therefore a useful way to frame exploration, and many task inference
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Figure 11: Illustration of normal meta-RL (left), task inference using privileged information (mid dle), task inference using multi-task training (right). Solid arrows represent forward propagation, and dashed arrows represent backpropagation. Task inference with privileged information uses a true task representation, *c*, and then backpropagates that inference to train *ϕ*. Task inference with multi-task training learns an encoding of the task, *g*(*c*), to maximize the return of an informed pol icy, *π*multi, then uses inference of this learned encoding to train *ϕ*.

methods are framed as tools for exploration, which we discuss in Section 3.4. Optimally handling uncertainty in the task distribution is difficult, and is discussed in Section 3.5.

In this section we discuss two methods for task inference that use supervised learning but also require assumptions about the information available for meta-training. We then discuss alternative methods without such assumptions, and how the inner-loops are usually represented. Finally, we conclude with a discussion of the trade-offs concerning task inference methods. Table 2 summarizes these categories and task inference methods.

Task inference with privileged information A straightforward method for inferring the task is to add a supervised loss so that a black box *fθ* predicts some estimate of the task, *c*ˆ*M*, given some known representation of the task, *cM* [126]. For example, a recurrent network may predict the task representation conditional on all data collected so far. Recall that *ϕ*, the task parameters, are the adapted policy parameters output by the inner-loop. Most commonly, *ϕ* is passed directly to the policy as an input vector: *πθ*(*a|s, ϕ*). In task inference, the vector *ϕ* is generally the predicted task estimate: *πθ*(*a|s, ϕ* = ˆ*cM*). For computing the supervised loss, this task representation must be known during meta-training, and so constitutes a form of *privileged information*. The representation may, for instance, be a one-hot representation of a task index, if the task distribution is discrete and finite. Or, it may be some parameters defining the MDP. For example, if kitchens differ in the location of the stove and refrigerator, the task representation, *cM*, could be a vector of all these coordinates. In this case, *fθ* would predict these coordinates. The representation may even contain sub-tasks and their hierarchies, or human preferences [246], when such information is known [281, 357], or make use of known transition functions to explicitly approximate a Bayesian posterior over the tasks [158]. Commonly, the task-inference objective, denoted here as *J*infer, is given by the maximum likelihood estimate:

*J*infer(*θ*) = E*M*[E*D|π*[log *pθ*(*cM*)]]*.*

When passing the task to the policy, there are a few important representation choices. First, instead of conditioning the policy on the task representation directly, we can pass a representation with more information about task uncertainty. This can be accomplished, for instance, by passing to the policy the penultimate layer when predicting *c*ˆ*M* [126]. Then the task parameters, *ϕ*, passed to the policy, are trained by inferring *c*ˆ*M*, but only after a subsequent linear transformation: *c*ˆ*M* = *Lθ*(*ϕ*). This hidden layer may contain more information than *c*ˆ*M*, and *c*ˆ*M* can always be computed from it by the policy. Second, it can be useful to add a stop-gradient to *ϕ* before passing it to the policy [126, 371], to prevent conflicting gradients. Finally, when training *fθ* with *J*infer, as a supervised objective, the dataset *D* may contain off-policy data without bias, which may given a particular advantage in the off-policy setting, as compared to *J*meta given by Equation 3 [126].

Task inference with multi-task training Some research uses the multi-task setting to improve task inference with privileged information [126, 137, 238, 177, 230]. The task representation may contain little task-specific information (e.g., if it is one-hot representation) or task-specific informa
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tion that is irrelevant to the policy (e.g the amount of oxygen in the kitchen). For example, consider the more concrete task of navigation to a goal on the perimeter of a circle, as discussed in Section 1. In this case, if the task representation is one-hot, it may be useful to instead have access to the (*x*goal*, y*goal) coordinates of the goal. Additionally, if the task representation contains the location of an additional irrelevant object, (*x*goal*, y*goal*, x*object*, y*object), then if may be useful to instead have access to a more parsimonious task descriptor, (*x*goal*, y*goal), that contains the goal location alone. In general, the entire MDP does not need to be uniquely identified. The agent only needs to identify the variations between MDPs that occur in the task distribution, *p*(*M*). Even more specifically, the agent only needs to identify the subset of those variations that change the optimal policy.

To address uninformative and irrelevant task information, representations can be learned by pre training in the multi-task setting [126, 177]. Let *gθ*(*cM*) be a function that encodes the task rep resentation. First an informed policy, *π*multi

*θ*(*a|s, gθ*(*cM*)), can be trained. This is the multi-task

phase, and enables the learning of *gθ*. Since this representation, *gθ*(*cM*), is learned end-to-end, it contains the information relevant for solving the task. For example, *gθ* could transform *cM* from (*x*goal*, y*goal*, x*object*, y*object) to (*x*goal*, y*goal). Often, an information bottleneck [5] is used to ensure it contains only this information [126, 177]. After this, the inner-loop can infer the learned represen tation, *gθ*(*cM*), from the meta-trajectory, which we write as *g*ˆ*θ*(*D*) (see Figure 11). For example, in the circle navigation task, after learning the coordinate representation, (*x*goal*, y*goal), the inferred *g*ˆ*θ* could be represented by the inferred coordinates, (ˆ*x*goal*, y*ˆgoal). Alternatively, the informed multi-task RL may be performed concurrently with the meta-RL [137].

For example, the informed policy regularization algorithm (IMPORT) [137] follows the simultaneous-training paradigm. In this case, the auxiliary inference objective is given by

*J*infer(*θ*) = E*M*[E*D|π*[(*gθ*(*cM*) *− g*ˆ*θ*(*D*))2]]*.*

This inference objective forces the encoding of *g* and *g*ˆ to look similar. While optimizing this objective, the algorithm also optimizes the normal meta-learning objective (see Equation 3) but with the policy conditioned on the inferred task representation: *πθ*(*a|s, g*ˆ*θ*(*D*)). Additionally, IMPORT simultaneously optimizes the meta-RL objective but with the multi-task policy conditioned on the learned task representation: *π*multi

*θ*(*a|s, gθ*(*cM*)).

Some task distributions even allow for significant shared behavior between the informed multi-task agent and the uninformed meta-RL agent. This sharing is generally possible when little exploration is needed for the meta-RL policy to identify the task. In this case instead of only inferring the privileged task information, the meta-RL agent may imitate the multi-task agent through distillation [327, 215], which we cover in Section 3.6, or by direct parameter sharing of policy layers [137, 230]. For instance, in the IMPORT algorithm, *πθ* and *π*multi

*θ*share parameters by using the same

components of the meta-parameters vector, *θ*. In this case, the entire policy is shared, such that *π* = *π*multi. Even when the multi-task and meta-RL policies are computed sequentially, the pre trained multi-task agent may still be used as an initialization for the meta-RL agent [24]. In the case that representations of the policies are shareable between multi-task learning and meta-learning, the task may even be represented as weights and biases of the multi-task policies themselves [230, 24]. Moreover, instead of learning to infer the policy directly, it is be possible to learn a value function conditioned on a latent space of inferred tasks and policies, then optimize the value function within just the latent space of policies [238].

In contrast, when task distributions require taking sufficiently many exploratory actions to identify the task, sharing policies becomes less feasible. For example, in the circle navigation task, the informed multi-task policy, with access to the goal, never needs to explore, whereas the primary behavior of the meta-RL policy is exploration around the circumference of the circle. If one were to reuse the multi-task policy conditioned on the inferred goal, *πθ* = *π*multi

*θ*(*a|s, x*ˆgoal*, y*ˆgoal), as the

meta-RL policy, then the inference would not have sufficient data to be accurate. The initial inferred goal location, for example, may be (0*,* 0), which is not in the training distribution of the multi-task agent. In this case, the behavior of the multi-task agent would be undefined. However, sharing some parameters, simultaneously training the shared policy on inferred representation [137], or fine-tuning the shared policy as an initialization for the meta-RL policy [24], can solve this issue. For example, if training the shared policy simultaneously with known and inferred goal locations, (*x*goal*, y*goal) and (ˆ*x*goal*, y*ˆgoal), the agent can learn to execute exploratory behavior whenever the inferred task is (0*,* 0), or has high uncertainty in the posterior distribution. Still, collecting data sufficient for inferring the task correctly may be difficult. Often, intrinsic rewards are additionally needed to even be able to

23

(a) TI with IB IB

(b) VariBAD [371] IB

Figure 12: Task inference with an information bottleneck (IB) (a), task inference with an IB and without privileged information, as in Zintgraf et al. [371] (b). In either case, the parameters of a latent distribution are passed to the policy. When using privileged information, the task represen tation, *c*, is reconstructed from samples of this distribution; otherwise, the set of trajectories, *D*, is reconstructed.

collect the data enabling task inference. Such exploration in task inference methods is discussed in Section 3.4.

Task inference without privileged information Other task inference methods do not rely on priv ileged information in the form of the known task representation. If the algorithm is allowed to know whether two trajectories where generated by the same task, then one option is contrastive learning between the tasks [105, 83, 206, 46]. In the same setting, one can cluster the latent representations by aiming to reduce variance of the latents within each task, while still incentivizing diversity be tween the tasks [187]. Alternatively, task inference methods may use no information about the task whatsoever. For instance, a task can be represented as a sample from a stochastic latent variable pa rameterizing the value-function [241], or the representation can be (a sample from) a latent variable parameterizing a learned reward function or transition function [367, 372, 358, 371, 115]. All of these use information already observable, and all of these methods train *fθ*(*D*) to represent a task distribution, given a set of trajectories in *D*.

For example, Zintgraf et al. [372] propose to learn the task parameters, *ϕ*, as a latent variable pa rameterizing the reward and transition function. In this case, the latent is trained in a self-supervised manner by reconstructing trajectories. This is accomplished using only observable information by predicting rewards and next states for each transition, given each *ϕt*:

*HT*

*J*infer(*θ*) = E*M*[E*D|π*[X *t*=0

*HT*

log *pθ*(*D|ϕt*)]]*,*

= E*M*[E*D|π*[X *t*=0

X

*s,a,r,s′∈D*

[log *pθ*(*s′|s, a, ϕt*) + log *pθ*(*r|s, a, ϕt*)]]]*.*

An extension of this algorithm has even been proposed with a hierarchical latent variable to accom modate the additional structure in distributions of POMDPs [4].

Inner-loop representation Generally, task inference is implemented by adding an additional loss function, and not by any particular meta-parameterization of *fθ*. While task inference methods do not require a particular meta-parameterization, most implementations use a “black box,” such as a recurrent neural network [126, 137, 372, 177, 369]. Since many task inference methods infer a latent variable, it is also common for *fθ* to explicitly model this distribution using a variational information bottleneck [126, 241, 372, 177, 369].

In this case, the variational distribution defining the latent variable conditions on *D*. We write this as *qθ*(*z|D*). This variational distribution has its own parameters inferred from the dataset, such as a
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mean, *µθ*(*D*), and a covariance matrix *diag*(*σθ*(*D*)). First, the task representation is reconstructed, e.g., with a linear projection of samples from *qθ*: *c*ˆ*M* = *Lcθ*(*z ∼ qθ*). Then, the inference is trained by maximizing *J*infer, also called the reconstruction loss, over samples from the variational distribution:

*J*infer(*θ*) = E*M*[E*D|π*[*pθ*(*cM|c*ˆ*M*)]]*,*

along with a KL-Divergence to a prior,

*J*prior(*θ*) = E*M*[E*D|π*[*D*(*qθ*(*z*)*||pθ*(*z*)]]*.*

Once the task inference is trained, the parameters passed to the policy, *ϕ*, must be chosen. One option is to represent *ϕ* as a projection of the full distribution of the latent variable, e.g., its mean and variance, in order to capture uncertainty about the task [372, 127]. This can be writ ten *πθ*(*a|s, ϕ* = *Lϕθ*(*µ, σ*)). Combining this representation of the latent distribution with the *J*infer for trajectory reconstruction above, we arrive at a canonical method, variational Bayes-Adaptive Deep RL (VariBAD) [371]. This method is depicted in Figure 12.

Alternatively, it is possible for the policy to condition on samples from the information bottleneck (i.e., *πθ*(*a|s, ϕ ∼ qθ*)), instead of conditioning on the parameters of the information bottleneck directly [241]. In this case, the task inference can be trained entirely from the actor and critic loss given by the meta-learning objective, rather than a distinct task inference objective. Rakelly et al. [241] and Wen et al. [328] use such probabilistic embeddings for actor-critic RL, as introduced by the PEARL method [241].

Several methods also make use of the exchangeability, or permutation invariance, of the transitions implied by the Markov property in task inference [241, 147, 238, 127, 23]. PEARL specifically models the task distribution conditioned on *D* as a product of individual distributions conditioned

on each transition in *D*:

*ϕ ∼ qθ*(*z|D*) *∝*Y *s,a,r,s′∈D*

*qθ*(*z|s, a, r, s′*)*.*

While it is not necessary to model this permutation invariance, standard sequence models are sen sitive to the ordering of their inputs, which can can be detrimental to learning when the order does not matter [21]. For this reason, it may be useful to embed the structure of permutation invariance into the task inference model as an inductive bias. Specifically, PEARL uses a product of Gaussians, *qθ*(*z|s, a, r, s′*) = *N* (*z*; *µθ*(*s, a, r, s′*)*, diag*(*σθ*(*s, a, r, s′*))), which has a simple closed form for the joint mean and covariance. However, other methods forgo the product entirely, and use more general permutation invariant representations, such as neural processes [92, 322] and transformers [308].

Finally, some work uses hypernetworks in the inner-loop [230, 22, 24]. It is possible to use a neural network to map an inferred task to base-network weights and biases: *πhθ*(ˆ*cM*)(*a|s*) [22]. In this case, the mapping is a hypernetwork, and it can be trained with the meta-learning objective. Alternatively, it is also possible to use the parameters of existing experts trained in the multi-task setting as targets for the hypernetwork. In this case, the hypernetwork itself may be (additionally) trained with the task-inference objective [230, 24]. Even in the former case, where the hypernetwork has no direct supervision, it may be possible to make use of pre-training in the multi-task setting. For example, the meta-learned hypernetwork can be pre-trained in the multi-task setting [24]. And, related work in transfer learning shows that learning combinations of existing expert network parameters can enable efficient transfer and suggests that similar inductive biases can be built into the architecture of meta-learning methods [239].

Task inference trade-offs Task inference methods present trade-offs in comparison to other meth ods. First, we consider the comparison to PPG methods then we consider the comparison to black box methods. In comparison to PPG methods, task inference methods impose less structure on the inner-loop. On the one hand, PPG methods generalize well to novel tasks because of the additional structure. In the case where a novel task cannot be represented using the task representations learned during meta-training, task inference methods fail [252], whereas PPG methods generally adapt to the novel task using a policy gradient. On the other hand, PPG methods are unlikely to recover an algorithm as efficient as task inference. For distributions where task inference is possible, fitting such a method to the task distribution may enable faster adaptation. If there are not many tasks in the distribution they are easily inferable from a few consecutive transitions, inferring a latent task using a task inference method can be more sample efficient than learning a new policy with a PPG method. This is the trade-off between generalization and specialization depicted in Figure 8.
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Figure 13: Illustration of “free” exploration in first *K* episodes (yellow), followed by not free ex ploration (gray), followed by exploitation (white). An agent (A) is trying to identify how to get to a goal location (X). The agent has K shots, or free episodes to explore. However, *K* episodes may not be enough, so in the (*K* + 1)th episode, the agent is still exploring the map to find the goal, and is penalized for this. In the remaining two episodes, the agent has learned to navigate to the goal optimally, once the goal has been found, and no longer needs to explore.

In comparison to black box methods, task inference methods impose more structure. On the one hand, task inference methods often add additional supervision through the use of privileged infor mation [126, 137, 177] or the use of self-supervision [372, 369], which may make meta-training more stable and efficient [126, 372]. This is particularly useful since recurrent policies, often used in task inference and black box methods, are difficult to train in RL [21]. On the other hand, there is evidence that black-box training can be stabilized in meta-RL with the use of a hypernetwork ar chitecture and reasonable initialization [24], and training the inner-loop to accomplish any objective that is not Equation 3 may be suboptimal with respect to that meta-RL objective over the given task distribution. Beyond comparisons to PPG methods and black box methods, task inference methods provide some additional advantages. Task inference methods that model the reward and dynamics can be used to sample additional (imagined) tasks [252], which can be seen as a type of model-based meta-RL, discussed later in Section 3.7. And, as we show in Section 3.4, task inference methods also are useful for exploration.

3.4 Exploration and Meta-Exploration

Exploration is the process by which an agent collects data for learning. In standard RL, exploration should work for any MDP and may consist of random on-policy exploration, epsilon-greedy ex ploration, or methods to find novel states. In meta-RL, this type of exploration still occurs in the outer-loop, which is called *meta-exploration*. However, there additionally exists exploration in the inner-loop, referred to as just *exploration*, which is where we begin our discussion. This inner-loop exploration is specific to the distribution of MDPs, *p*(*M*). To enable sample efficient adaptation, the meta-RL agent uses knowledge about the task distribution to explore efficiently. For instance, instead of taking random actions, the robot chef may open every cabinet to learn about the location of food items and utensils when first entering a new kitchen. This exploration is targeted and used to provide informative trajectories in *D* that enable few-shot adaptation to the MDP within the task distribution.

Recall that in the few-shot adaptation setting, on each trial, the agent is placed into a new task and is allowed to interact with it for a few episodes (i.e., its few shots *K*), before being evaluated on solving the task in the next few episodes (i.e., over the *H − K* episodes in Equation 3). An illustration can be seen in Figure 13. Intuitively, the agent must explore to gather information during the first few shots that enables it to best solve the task in later episodes. More generally, there is an exploration exploitation trade-off, where the agent must balance taking exploratory actions to learn about the new task (potentially even beyond the initial few shots) with exploiting what it already knows to achieve high rewards. It is always optimal to explore in the first *K* episodes, since no reward is given to the agent. However, the optimal amount of exploration in the remaining *H − K* shots depends on the size of the evaluation period *H − K*: When *H − K* is large, more exploration is optimal, as sacrificing short-term rewards to learn a better policy for higher later returns pays dividends, while when *H − K* is small, the agent must exploit more to obtain any reward it can, before time runs out. In this section, we survey approaches that navigate this trade-off. Table 3 summarizes
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Sub-topic Papers

End-to-end

components Stadie et al. [284], Garcia et al. [91], and Boutilier et al. [34] Posterior sampling Gupta et al. [108], Rakelly et al. [241], Kveton et al. [152], and Simchowitz et al. [277]

Task Inference Zhou et al. [367], Gurumurthy et al. [109], Wang et al. [318], Fu et al. [83], Liu et al. [177], and Zhang et al. [358]

Meta-exploration Grewal et al. [100] and Zintgraf et al. [369]

Table 3: Few-shot meta-RL research categorized by exploration method as described in Section 3.4. End-to-End methods learn to explore implicitly, by directly maximizing the meta-RL objective. Posterior sampling maintains a distribution over possible tasks and acts optimally with respect to samples from this distribution. Task inference guides exploration in order to enable better inference of the task. Meta-exploration concerns exploration in the outer-loop.

these categories. As discussed in Section 2, there is an optimal solution to this exploration problem that maximizes the meta-RL objective. In the next section, we discuss a framework that formalizes making this trade-off optimally.

End-to-end optimization Perhaps the simplest approach is to learn to explore and exploit *end to-end* by directly maximizing the meta-RL objective (Equation 3) as done by black box meta RL approaches [62, 321, 201, 284, 34]. Approaches in this category implicitly learn to explore, as they directly optimize the meta-RL objective whose maximization requires exploration. More

specifically, the returns in the later *K − H* episodes P*τ∈DK*:*HG*(*τ* ) can only be maximized if the policy appropriately explores in the first *K* episodes, so maximizing the meta-RL objective can yield optimal exploration in principle. However, when more complicated exploration strategies are required, learning exploration this way can be extremely sample inefficient. One issue is that learning to exploit in the later *K − H* episodes requires already having explored in the first *K* episodes, but exploration relies on good exploitation to provide reward signal [177]. For example, in the robot chef task, the robot can only learn to cook (i.e., exploit) when it has already found all of the ingredients, but it is only incentivized to find the ingredients (i.e., explore) if doing so results in a cooked meal. Hence, it is challenging to learn to exploit without already having learned to explore and vice-versa, and consequently, end-to-end methods may struggle to learn tasks requiring sophisticated exploration in a sample-efficient manner, compared to methods with more structure, discussed later in this section.

Some methods that learn exploration end-to-end add additional components. For example E-RL2 [284] sets all rewards in the first *K* episodes to zero in the outer-loop. While ignoring these rewards does introduce sparsity, it may be helpful when myopically maximizing an immediate, dense reward prevents exploration needed for a longer-term reward. It has also been shown that variance reduction methods may help in the bandit setting [34], and PPG methods may benefit from learning separate exploration and exploitation policies [91]. In the latter case, which policy gets to select an action is chosen by a fixed *ϵ* schedule that favors exploration at the beginning of adaptation, the exploration policy is meta-learned, and the exploitation policy is learned from scratch for each MDP. Here, it is still the case that both policies are optimized end-to-end [91]. However, in general, many methods add more structure over end-to-end optimization of the meta-RL objective in order to solve task distributions that demand complicated exploration behavior.

Algorithm 3 PEARL Inner-Loop

1: Sample task *Mi ∼ p*(*M*)

2: Initialize empty meta-trajectory *Di*0:*H*

3: for each shot *k* = 0*, ..., H −* 1 do

4: Sample *ϕ ∼ qθ*(*z|Di*0:*k*)

5: Roll out *πθ*(*a|s, ϕ*) to collect trajectory *τk*

6: Set *Dik* = *τk*

7: end for

Posterior sampling To circumvent the challenge of implicitly learning to explore, Rakelly et al. [241] propose to directly explore via posterior sampling, an extension of Thompson sampling [300]
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Figure 14: Exploration for a robot chef (green) finding a stove (red) along a circular counter. The first two rows compare optimal exploration and posterior sampling. The third row shows excessive exploration (blue) when irrelevant information is available in the sampled MDP.

to MDPs. The inner-loop of this method, PEARL, is described in Algorithm 3. When the agent is placed in a new task, the general idea is to maintain a distribution over what the identity of the task is, and then to iteratively refine this distribution by interacting with the task until it roughly becomes a point mass on the true identity. Posterior sampling achieves this by sampling an estimate of the task identity from the distribution on each episode, and acting as if the estimated task identity were the true task identity for the episode. Then, the observations from the episode are used to update the distribution either with black box methods [241] or directly via gradient descent [108]. Note that this method can be used both when tasks are MDPs [241] and when tasks are bandits [152, 277].

Posterior sampling does, however, also have a drawback. First, since the policy employed is always conditioned on a sampled task, all of the exploration in such a method is executed by a policy that assumes it knows the task it is in. This means that the same policy is used for both exploration and exploitation. This can lead to suboptimal exploration in terms of Equation 3. Consider a robot chef that has to find a stove along a curved kitchen counter. Optimally exploring, the chef walks along the perimeter of the counter until it finds the stove. If the chef must be reset to its initial position, e.g., to charge its battery at the end of an episode, then the robot resumes exploration where it last left off. In contrast, a chef using posterior sampling, in each episode, simply walks to a different point along the counter that it has not yet checked, repeating this process until it finds the stove.

This comparison is depicted in Figure 14. Other methods for exploration in meta-RL exist that add structure to exploration without this limitation.

Task inference Another way to avoid the challenges of implicitly learning to explore is to directly learn to explore using task inference objectives that encourage exploration [367, 109, 318, 83, 177, 358]. Some, but not all, task inference methods make use of such an objective to encourage ex ploration. Exploration methods that use task inference generally add an intrinsic reward to gather information that removes uncertainty from the task distribution. In other words, these methods train the policy to explore states that enable predicting the task. Specifically, these intrinsic rewards gen erally incentivize improvement in transition predictions (i.e., in adapting the dynamics and reward function) [367] or incentivize information gain over the task distribution [83, 177, 358]. The idea is that recovering the task is sufficient to learn the optimal policy, and hence achieve high returns in the later episodes. While task inference rewards may incentivize more exploration than necessary, as we discuss in this section in the context in meta-exploration, the rewards can be annealed so that the policy is ultimately optimized end-to-end [369].

Most of these methods use separate policies for exploration and for exploitation, particularly when exploration episodes are freely available [367, 109, 83, 177]. The intrinsic reward is used to train the exploration policy, while the standard meta-RL objective given by Equation 3 is used to train the ex ploitation policy. The exploration policy explores for the first *K* episodes, and then the exploitation
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policy exploits for the remaining *H − K* exploitation methods, conditioned on the data collected by the exploration policy.

One method, DREAM [177], first identifies the information that is useful to the exploitation policy, and then trains the exploration policy directly to recover only this information. This is critical when the number of shots *K* is too small to exhaustively explore all of the dynamics and reward function, much of which may be irrelevant. For example, exploring the decorations on the wall may pro vide information about the task dynamics, but are irrelevant for a robot chef trying to cook a meal. Learning the task representation in this way can be seen as multi-task training, as described in the Section 3.3, which addresses uninformative (e.g., a one-hot encoding), or irrelevant task informa tion. This multi-task training is particularly beneficial in the context of exploration since the policy used in the multi-task phase to learn the task representation can also be reused as an exploitation policy. While, the exploration and exploitation policies could be meta-trained entirely in sequence, in practice they are trained simultaneously for stability [83, 177]. Meta-testing and meta-training for DREAM are described in Algorithms 4 and 5, respectively. Still, DREAM has some drawbacks. For instance, DREAM requires privileged information in the form of a known task representation, and DREAM may be suboptimal when it is not possibly to explore sufficiently in the given *K* shots (e.g., in a 0-shot setting).

Algorithm 4 DREAM Meta-Testing

1: Sample task *Mi ∼ p*(*M*)

2: Initialize empty meta-trajectory *Di*0:*K*

3: for each exploration *k* = 0*, ..., K* do

4: Roll out exploration policy *πθ*(*a|s, Dik*) to collect trajectory *τk*

5: Set *Dik* = *τk*

6: end for

7: Infer *ϕ*ˆ *∼ qθ*(*ϕ*ˆ*|Di*0:*K*)

8: for each exploitation episode *h* = *K, ..., H −* 1 do

9: Roll out exploitation policy *π*multi

10: end for

*θ*(*a|s, ϕ*ˆ)

Algorithm 5 DREAM Meta-Training

1: while not done meta-training do

2: Sample tasks *Mi ∼ p*(*M*)

3: for each task *Mi* do

4: Initialize meta-parameters, *θ*, and empty meta-trajectory *Di*0:*K*

5: Sample *ϕ ∼ gθ*(*z|cM*), a task embedding with IB

6: for each exploitation episode *h* = *K, ..., H −* 1 do

7: Every other episode, replace *ϕ* with *ϕ*ˆ *∼ qθ*, to make the meta-training task distribution closer to the meta-test distribution for stability

8: Roll out exploitation policy *π*multi

9: Update *π*multi

*θ*(*a|s, ϕ*)

10: end for

*θ*and *gθ* using task reward and prior

11: for each exploration episode *k* = 0*, ..., K −* 1 do

12: Roll out exploration policy *πθ*(*a|s, Dik*) to collect trajectory *τk*

13: Set *Dik* = *τk*

14: Update *qθ*(*ϕ*ˆ*|Di*0:*k*) to infer *ϕ* using variational inference

15: Compute *r*explore = *−||ϕ − ϕ*ˆ*t||*22 + *||ϕ − ϕ*ˆ*t−*1*||*22 *− c* for constant *c*, and all timesteps *t* 16: Update *πθ* using exploration reward, *r*explore, i.e. the information gain in *q* for each transition

17: end for

18: end for

19: end while

Meta-exploration Finally, in meta-RL, there is still the process of acquiring data for the outer-loop learning, just as in standard RL. This is called *meta-exploration*, since it must explore the space of

29

exploration strategies. While meta-exploration can be considered exploration in the outer-loop, both loops share data, and exploration methods may affect both loops, so the distinction may be blurry. Often, sufficient meta-exploration occurs simply as a result of the exploration of the standard RL algorithm in the outer-loop. However, a common method to specifically address meta-exploration is the addition of an intrinsic reward. In fact, the addition of any task inference reward, discussed in the previous paragraph, can be considered meta-exploration. This is particularly apparent when considering that this intrinsic reward can be used to train a policy exclusively for off-policy data collection during meta-training. However, sometimes adding a task inference reward is not enough. In this case, intrinsic rewards can be added that function similarly to those in standard RL. For example, using random network distillation (RND) [37], a reward may add an incentive for novelty [369]. In this case, the novelty is measured in the joint space of the state and task representation, instead of just in the state representation, as in standard RL. For example, HyperX [369] adds the reward,

*r*hyper(*ϕ, s*) = *||f*(*ϕ, s*) *− h*(*ϕ, s*)*||,*

where *ϕ* = *Lθ*(*µ, σ*) represents a projection of the task distribution, as in VariBAD; *f* represents the predictor network in RND; and *h* represents the random prior network in RND.

Additionally, an intrinsic reward may add an incentive for getting data where the task inference has high error and is still not well trained [369], or add an incentive for getting data where TD-error is high [100]. For example, HyperX [369] adds the reward:

*r*error(*ϕ, s*) = *−* log *pθ*(*s′|s, a, ϕ*) *−* log *pθ*(*r|s, a, ϕ*)

*∝ ||s′ − s*ˆ*′||*22 + *||r′ − r*ˆ*′||*22

Many of these rewards incentivize behavior that should not occur at test time, and in any case, the additional reward changes the optimal policy as suggested by Equation 3. To address this, the reward bonus can be annealed, letting the portion incentivizing meta-exploration go to zero [369], so that learning is still ultimately optimized end-to-end, or meta-training could occur off-policy.

3.5 Bayes-Adaptive Optimality

Our discussion so far reveals two key intuitions about exploration. First, exploration reduces the uncertainty about the dynamics and reward function of the current task. Crucially, it is not optimal to indiscriminately reduce all uncertainty. Instead, optimal exploration only reduces uncertainty that increases expected *future* returns, and does not reduce uncertainty over distracting or irrelevant parts of the state space. Second, there is a tension between exploration and exploitation: gathering information to decrease uncertainty and increase future returns can sacrifice more immediate returns. In these cases, it can be worthwhile for the agent to fall back on behaviors shared across all tasks, instead of adapting to the task, particularly when time for exploration is limited [155]. Therefore, maximizing the returns across a period of time requires carefully balancing information gathering via exploration and exploiting this information to achieve high returns. These raise an important question: What is an optimal exploration strategy? To answer this question, we next introduce the Bayes-adaptive Markov decision process [63, 95], a special type of MDP whose solution is a Bayes optimal policy, which optimally trades off between exploration and exploitation. Then, we discuss practical methods for learning approximate Bayes-optimal policies, and analyze the behavior of algorithms introduced in the previous section from the perspective of Bayes-optimality.

Bayes-adaptive Markov decision processes. To determine the optimal exploration strategy, we need a framework to quantify the expected returns achieved by a policy when placed into an MDP with unknown dynamics and reward function. From a high level, the *Bayes-adaptive Markov deci sion process* (BAMDP), a special type of MDP, models exactly this: At each timestep, the BAMDP quantifies the current uncertainty about an MDP and returns next states and rewards based on what happens in expectation under the uncertainty. Then, the policy that maximizes returns under the BAMDP maximizes returns when placed into an unknown MDP. Crucially, the dynamics of the BAMDP satisfy the Markov property by augmenting the states with the current uncertainty. In other words, the optimal exploration strategy explicitly conditions on the current uncertainty to determine when and what to explore and exploit.

More formally, the BAMDP characterizes the current uncertainty as a distribution over potential transition dynamics and reward functions based on the current observations. Intuitively, a peaky distribution that places most of its mass on only a few similar dynamics and reward functions en codes low uncertainty, while a flat distribution encodes high uncertainty, as there are many different
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dynamics and reward functions that the agent could be in. Specifically, the belief at the *t*th timestep *bt* = *p*(*r, p | τ*:*t*) is a posterior over dynamics *p* and reward functions *r* consistent with the observa tions *τ*:*t* = (*s*0*, a*0*, r*0*, . . . , st*) so far, and the initial belief *b*0 is a prior *p*(*r, p*). Then, the states of the BAMDP are hyperstates *s*+*t* = (*st, bt*) composed of a state *st* and a belief *bt*, which effectively augments the state with the current uncertainty. Conditioned on the hyperstate, the policy can sat isfy the Markov property, making the hyperstate a sufficient statistic of the history seen by the agent. The hyperstate is a natural sufficient statistic for Meta-RL, both for its relevance in the BAMDP, and since it corresponds to the belief-state of the meta-RL POMDP described in 2.3. However, other sufficient statistics for meta-RL exist as well [287, 46].

As previously mentioned, the transition dynamics and reward function of the BAMDP are governed by what happens in expectation under the current uncertainty. Specifically, the BAMDP reward function is the expected rewards under the current belief:

*R*+(*st, bt, at*) = E*R∼bt*[*R*(*st, at*)] *.*

The transition dynamics of the BAMDP are similar. The probability of ending up at a next state *st*+1 is the expected probability of ending up at that state under the belief, and the next belief is updated according to Bayes rule based on the next state and reward from the *underlying MDP* and not the BAMDP:

*P*+(*st*+1*, bt*+1 *| st, bt, at*) = E*R,P ∼bt*[*P*(*st*+1 *| st, at*)*δ* (*bt*+1 = *p*(*R, P | τ*:*t*+1))] *.* In other words, the BAMDP can be interpreted as interacting with an unknown MDP and maintain ing the current uncertainty (i.e., belief). Taking an action *at* at timestep *t* yields a next state *st*+1 and reward *rt*+1 from the MDP, which are used to update the belief *bt*+1. The next state in the BAMDP is then *s*+*t*+1 = (*st*+1*, bt*+1), but the BAMDP reward is the expected reward under the current belief *r*+*t* = *R*+(*st, bt, at*) = E*R∼bt*[*R*(*st, at*)].

The standard objective on a BAMDP is to maximize the expected rewards over some horizon of *H* timesteps:

*J* (*π*) = E*b*0*,π*

"*H*X*−*1 *t*=0

*R*+(*st, bt, at*)

#

*.* (5)

As H increases, the agent is incentivized to explore more, as there is more time to reap the benefits of finding higher reward solutions. Notably, this objective exactly corresponds to the standard meta-RL objective (Equation 3), where the number of shots *K* is set to 0.

Learning an approximate Bayes-optimal policy Directly computing Bayes-optimal policies re quires planning through hyperstates. As the hyperstates include beliefs, which are distributions over dynamics and reward functions, this is generally intractable for all but the simplest problems. However, there are practical methods for learning approximately Bayes-optimal policies [126, 158, 372, 15]. The main idea is to learn to approximate the belief and simultaneously learn a policy conditioned on the belief to maximize the BAMDP objective (Equation 5).

As a concrete example, variBAD [372] learns to approximate the belief with variational inference. Since directly maintaining a distribution over dynamics and reward functions is generally intractable, variBAD represents the approximate belief with a distribution *bt* = *p*(*m | τ*:*t*) over latent variables *m*. This distribution and the latent variables *m* can be learned by rolling out the policy to obtain trajectories *τ* = (*s*0*, a*0*, r*0*, . . . , sH*) and maximizing the likelihood of the observed dynamics and rewards *p*(*s*0*, r*0*, s*1*, r*1*, . . . , sH | a*0*, . . . , aH−*1) via the evidence lower bound. Simultaneously, a policy *π*(*at | st, bt* = *p*(*m | τ*:*t*)) is learned to maximize returns via standard RL.

Connections with other exploration methods While not all the methods described in Section 3.4 aim to learn Bayes-adaptive optimal policies, the framework of BAMDPs can still offer a helpful perspective on how these methods explore. We discuss several examples below.

First, black box meta-RL algorithms such as RL2learn a recurrent policy that not only condi tions on the current state *st*, but on the history of observed states, actions, and rewards *τ*:*t* = (*s*0*, a*0*, r*0*, . . . , st*), which is typically processed through a recurrent neural network to create some hidden state *ht* at each timestep. Notably, this history is sufficient for computing the belief state *bt* = *p*(*r, p | τ*:*t*), and hence black box meta-RL algorithms can in principle learn Bayes-adaptive optimal policies by encoding the belief state in the hidden state *ht*. Indeed, variBAD can be seen as
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adding an auxiliary loss to a black box meta-RL algorithm that encourages the hidden state to be pre dictive of the belief state, though practical implementations of these approaches differ, as variBAD typically does not backpropagate through its hidden state, whereas RL2 does. Moreover, it has been shown both theoretically and empirically that meta-learned agents learn Bayes-optimal behavior in bandits [200]. However, in practice, black box meta-RL algorithms may struggle to efficiently learn Bayes-adaptive optimal policies in domains requiring exploration that is temporally-extended and qualitatively different from the exploitation behavior. Learning such sophisticated exploration is difficult due to challenges in end-to-end optimization. While Team et al. [298] demonstrate that is possible to learn complicated exploration strategies end-to-end, doing so may also require the use of curriculum learning, distillation, and a large number of samples for meta-training [298]. Moreover, the meta-exploration problem in their task distribution may not have presented a difficult meta-exploration problem as their agent “does not use the trial conditioning information it observes to adjust its behaviour” [298]. End-to-end training on the meta-RL objective alone presents a dif ficult optimization problem. Liu et al. [177] highlight one such optimization challenge for black box meta-RL algorithms, where learning to explore and gather information is challenging without already having learned how to exploit this information, and vice-versa.

Second, many exploration methods discussed in the previous section consider the few-shot setting, where the agent is given a few “free” episodes to explore, and the objective is to maximize the re turns on the subsequent episodes. Likewise, the BAMDP objective can be modified to include free exploration episodes by setting initial rewards to zero. Depending on the amount of free exploration, the optimal policies for the BAMDP can encourage fairly different exploration behaviors. For ex ample, in the robot chef task, the optimal few-shot exploration may be to first exhaustively look through the drawers and pantry for the best culinary utensils and ingredients in the initial few shots before beginning to cook. In contrast, optimal zero-shot behavior may attempt to locate the utensils and ingredients while cooking (e.g., as a pot of water boils), as spending the upfront time may be too costly. This may result in using less suitable utensils or ingredients, though, especially when optimized at lower discount factors.

More generally, methods designed for the few-shot setting attempt to reduce the uncertainty in the belief state in the initial few free episodes, and then subsequently exploit the relative low uncertainty to achieve high returns. This contrasts behavior in the zero-shot setting, which may involve inter leaving exploration and exploitation. For example, the posterior sampling exploration in PEARL maintains a posterior over the current task, which is equivalent to the belief state. Then, explo ration occurs by sampling from this distribution and pretending the sampled task is the current task, and then updating the posterior based on the observations, which aims to collapse the belief state’s uncertainty. Similarly, by learning an exploration policy that gathers all the task-relevant informa tion during the few free exploration episodes, DREAM also attempts to collapse the belief state to include only dynamics and rewards that share the same optimal exploitation policy.

3.6 Supervision

In this section, we discuss most of the different types of supervision considered in meta-RL. In the standard setting discussed so far, the meta-RL agent receives reward supervision in both the inner- and outer-loops of meta-training, as well as meta-testing. However, this might not always be the case. Many variations have been considered, from the unsupervised case (i.e., complete lack of rewards during meta-training or testing), to stronger forms of supervision (e.g., access to expert trajectories or other privileged information during meta-training and/or testing). Each of these presents a different problem setting, with unique methods, visualized in Table 4. Below, we discuss these settings, from those with the least supervision to those with the most.

Unsupervised meta-RL The first problem setting provides the least supervision: no reward in formation is available at meta-train time, but it is available at meta-test time [107, 129, 208]. For example, a robot chef may be meta-trained in a standardized kitchen and then sold to customers, who may each have their own reward functions for the chef. However, the company training the robot may not know the desires of the customers. In this case, it is difficult to design the reward functions for the distribution of MDPs needed for meta-training. It is difficult even to define a distribution under which we might expect the test tasks to have support. One solution is simply to create rewards that encourage maximally diverse trajectories in the environment. Then, it is likely that what an end user desires is similar to one of these trajectories and reward functions. Gupta et al. [107] and Jabri et al. [129] attempt to learn a set of diverse reward functions by rewarding behaviors that are distinct
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Meta-Train Meta-Test Papers

Standard Meta-RL Rewards Rewards See, e.g., Table 2 Unsupervised

Meta-RL Unsupervised Rewards Gupta et al. [107], Jabri et al. [129], and

Mutti et al. [208]

Sung et al. [289], Miconi et al. [198,

197], Yang et al. [345], Najarro et al.

Meta-RL with Unsupervised Meta-Testing

Meta-RL via

Rewards (Sparse)

Unsupervised (Sparse)

[213], and Yan et al. [342]

Sparse: Gupta et al. [108], Rakelly et al. [241], Packer et al. [221], Zhao et al. [363], Guo et al. [104], and Wan et al. [317]

Mendonca et al. [194], Sharaf et al.

Imitation Supervised Rewards

[272], Weihs et al. [327], and Nguyen et al. [215]

Mixed

Supervision Meta-Imitation

Rewards and/or Supervision

Rewards and/or Supervision

Zhou et al. [366], Dance et al. [52], Prat et al. [234], and Rengarajan et al. [247] Duan et al. [60], Finn et al. [76], James et al. [132], Paine et al. [222], Xie et al. [336], Yu et al. [350], Devlin et al. [58],

Goo et al. [97], Seyed Ghasemipour et al. [270], Xu et al. [338], Yu et al.

Learning Supervised (Un)- supervised

[349], Bonardi et al. [31], Brown et al. [36], Dasari et al. [53], Singh et al. [278], Wu et al. [332], Jang et al. [134], Li et al. [163], Li et al. [166],

Chowdhery et al. [47], Gao et al. [87], and Hejna III et al. [118]

Table 4: Problem settings by supervision available at meta-training and meta-testing time as cate gorized in Section 3.6. Most of the literature in few-shot meta-RL considers the problem setting with rewards provided at meta-train and meta-test time. There are three additional variations on this supervision in meta-RL addressed in this section. Meta-imitation learning is a related but separate problem, briefly covered in this survey.

from one another. In general, a set of tasks can be created using an off-the-shelf unsupervised RL method [67, 226]. After this set of tasks is created, meta-RL can easily be performed as normal.

For example, Gupta et al. [107] use the method, Diversity is All You Need (DIAYN) [67], to create this distribution over reward functions. Specifically, DIAYN first learns a latent variable, *Z*, to parameterize the reward function, along with a multi-task policy, *π*multi(*a|s, z*). DIAYN does so by maximizing the mutual information between the state and the latent variable, ensuring partitioning of the states, and the entropy of the policy:

*Jθ* = *H*(*A|S, Z*) + *I*(*S, Z*)*,*

= *H*(*A|S, Z*) + *H*(*Z*) *− H*(*Z|S*)

In practice, this optimization amounts to using soft actor critic [111] to maximize *H*(*A|S, Z*), while setting *r*(*s, z*) = log *qθ*(*z|s*) *−* log *p*(*z*) to maximize the other terms in expectation [67]. Here, *qθ*, is a learned discriminator predicting the probability of the latent variable given the state, and *p*(*z*) is a known latent variable distribution. After learning *qθ*(*z|s*), this discriminator is then reused as a reward function for meta-RL. Specifically, a separate meta-RL agent (MAML) is trained over this latent distribution using *r*(*s, z*) = log *qθ*(*z|s*).

Once trained, such meta-RL agents can adapt more quickly than RL from scratch and are competi tive, on several navigation and locomotion tasks, with meta-training over a hand-designed training distribution. Still, these domains are simple enough that diverse trajectories cover the task space, and a gap remains between these domains and more realistic domains such as the robot chef. Meth ods from reward-free RL, such as successor features [303], are highly relevant here, since they can
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also make use of access to the dynamics alone to learn representations. However, in that setting, the reward function is given to the agent at test-time, or estimated manually, rather than being inferred by a meta-learned algorithm.

Meta-RL with unsupervised meta-testing A second setting assumes rewards are available at meta-train time but none are available at meta-test time. For example, perhaps the company pro ducing a robot chef is able to install many expensive sensors in several kitchens in a lab for meta training. These sensors detect when a counter is scratched, or water damage occurs, or furniture is broken. All of these collectively are used to define the reward function. However, it may be prohibitively expensive to install these sensors in the house of each customer. In this case, rewards are not available at meta-test time. Rewards are in the outer-loop, but they are never used in the inner-loop, and it is assumed that reward information is not needed to identify the tasks. In fact, only the dynamics vary across tasks in this setting.

In order to learn without rewards at meta-test time, many methods remove rewards from the inner loop entirely. While the inner-loop cannot condition on reward, it may learn to maximize reward by maximizing its correlates. While black box methods are applicable in this setting off the shelf, as suming other inputs to the inner-loop correlate with reward, specific methods have been investigated. For example, in PPG normally the inner-loop requires sampling returns; however, without rewards, this is not possible at meta-test time. One solution is use a learned estimate of return, conditional on the data collected so far, to replace these returns in the policy gradient estimate. Here, the returns can be replaced with a learned advantage function, *Aθ*(*st, at, st*+1) [345] or learned critic *Qθ*(*st, at, D*) [289]. For example, No-Reward Meta Learning (NoRML) modifies the MAML update to include a learned advantage function (in addition to offset parameters, *ϕ*offset, that allow the meta-learned initialization to focus exclusively on exploration):

*ϕi*1 = *ϕ*0 + *ϕ*offset + *α*E*st,at,st*+1*∈Di*0*Aθ*(*st, at, st*+1)*∇ϕ*0log *πϕ*0(*at|st*)*.*

Another approach is to leverage manually designed features in a black-box self-supervised inner loop, while using a fully supervised outer-loop [342]. Finally, yet another approach is to leverage Hebbian learning, [116], a biologically inspired method for unsupervised learning in which weight updates are a function of the associated activations in the previous and next layers. The update to the weight (*wki,j* ) from the *i*th activation in layer *k* (*xki*), to the *j*th activation in layer *k* + 1 (*xk*+1

generally has the form

*j* + *bxki* + *cxk*+1

*j*)

*wki,j* := *wki,j* + *α*(*axki xk*+1

*j* + *d*)*,*

where *α* is a learning rate and *α*, *a*, *b*, *c*, *d* are all meta-learned parameters in *θ*. Since weight updates only condition on adjacent layer activations, if no rewards are passed as input to the policy, this function is both local and unsupervised. Hebbian learning can be applied both to feed-forward [213] and recurrent neural networks [198, 197]. Variants of Hebbian learning for meta-RL, which pass rewards as an input to the policy are investigated by Chalvidal et al. [39] and Rohani et al. [256].

Alternatively, instead of having no rewards at meta-test time, we may have only sparse rewards. If dense rewards are available at meta-training, standard meta-RL methods can be applied directly by using the dense rewards in the outer-loop and sparse rewards in the inner-loop [108, 241, 363]. In the case only sparse rewards are available for both meta-training and meta-testing, one approach is to alter the reward function at meta-training. A common method for this is a type of *experience relabelling* called *hindsight task relabelling* [221, 317]. Assuming tasks differ only in rewards, trajectories can be relabeled with rewards from other tasks and still be consistent with the MDP. Training can proceed by using a standard off-policy meta-RL algorithm [241]. This is particularly useful if, for instance, the trajectory did not reach a goal state in the original task, but did under the relabeled task. How to choose such a task is one area of investigation [317]. Alternatively, if the dynamics differ, one few-shot method allows for policies to be explicitly transferred between tasks, when helpful, by learning to map actions between tasks such that they produce similar state transitions in each task [104]. Yet another way of addressing sparse rewards at meta-test time is by introducing auxiliary rewards that encourage exploration, as discussed in Section 3.4.

Meta-RL via imitation A third setting assumes access to expert demonstrations at meta-training time, which provide more supervision than standard rewards. For example, a robot chef may have access to labeled supervision provided by human chefs. This setting can increase sample efficiency
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and reduce the burden of online data collection. This problem setting requires access to expert poli cies or expert data. If experts are not known in advance, they can be trained, per task. Alternatively, in the many-shot setting, policies optimized by existing RL algorithms can provide supervision, in a process known as algorithm distillation [144, 156]. In order to improve over the existing RL algorithm, the learning speed can be increased by subsampling the demonstration data instead of learning on the full traces of expert data [144]. One method, Guided Meta-Policy Search (GMPS) [194], proposes to imitate task experts in the outer-loop. In this case, the outer-loop can make use of supervised learning, while the inner-loop still learns a reinforcement learning algorithm that condi tions on rewards at meta-test time. They specifically investigate the use of expert labels for the final policy of a MAML-style algorithm. If an expert is not available, the simultaneous training of task specific experts can also result in stable meta-training [194].

GMPS illustrates meta-RL via imitation. GMPS rolls out an initial policy to compute a policy gradient for the inner-loop, and then uses supervised learning in the outer-loop for the adapted policy. The action labels for the supervised learning are given by expert policies for each task, which are assumed to be known. For the outer-loop, GMPS specifically uses behavioral cloning with dataset aggregation, as in DAgger [258], to mitigate distribution shift in the training of the final policy of MAML. Here, the dataset aggregation entails using trajectories from the adapted policy but with expert actions labeled by the expert policies. This cloning loss can be written *J*BC(*Di*agg*, πiϕ*1), where *Di*agg is the aggregated dataset with expert actions for the *i*th task, *πiϕ*1is the policy adapted to the *i*th task, and *J*BC is defined as

*J*BC(*D, π*) = E*s,a∼D*[log *π*(*a|s*)]*.* (6)

This method is described in Algorithm 6. For bandits, using AggreVaTe [257], an extension of DAgger [258], in the outer-loop has also been proposed [272].

Algorithm 6 GMPS Meta-Training

1: Initialize meta-parameters *ϕ*0 = *θ*

2: Initialize outer-loop datasets, *Di*agg, with states and actions from roll-outs of multi-task experts *π*multi(*a|s,Mi*), for each task *Mi*

3: while not done do

4: Sample tasks *Mi ∼ p*(*M*)

5: for each task *Mi* do

6: Collect data *Di*0 using the initial policy *πϕ*0

7: Adapt policy parameters using a policy gradient step: *ϕi*1 = *ϕ*0 + *α∇ϕ*0 *J*ˆ*RL*(*Di*0*, πϕ*0) 8: end for

9: Update *ϕ*0 using the meta-gradient: *ϕ′*0 = *ϕ*0 + *β∇ϕ*0P*Mi∼p*(*M*)*J*BC(*Di*agg*, πiϕ*1) 10: Update *Di*agg by adding states from roll-outs of adapted meta-RL agents, *πiϕ*1, but actions from *π*multi, for each task *Mi*

11: end while

Meta-RL via imitation is still relatively unexplored. This may be due to difficulty in learning the correct supervision for exploratory actions. Obtaining a meta-RL expert requires knowing how to optimally explore in a meta-RL problem, which is generally hard to compute [372]. Instead of ob taining such a general expert, these papers often make use of task-specific experts, which can be easily obtained by standard RL on each task. However, these task-specific experts can only provide supervision for the post-exploration behavior, e.g., for the actions taken by the final policy produced by the sequence of inner-loop adaptations in a MAML-style algorithm. In this case, credit assign ment for the exploration policy may be neglected. Some papers use the same actions to provide supervision for both uninformed policies that must explore and informed policies that must exploit [366, 234]; however, in most environments actions are generally not the same for both exploration and exploitation. To get around this, the agent can adaptively switch between optimizing the meta RL objective end-to-end and cloning the informed multi-task expert into [327]. Additionally, it may be possible to use the multi-task policy to generate a reward encouraging similar state-action distri butions between the multi-task policy and the meta-RL policy, particularly in maximum-entropy RL [215].

Meta-imitation learning A fourth commonly studied problem setting is meta-imitation learning (meta-IL) [60, 76, 132, 222, 350, 97, 270, 349, 31, 53, 278, 134, 163, 87]. While meta-imitation
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learning is technically not meta-RL, because the inner-loop is not an RL algorithm, it is a closely related problem setting. Although an extensive survey of meta-IL methods is out of scope for this article, we briefly cover meta-IL here. This setting assumes access to a fixed set of demonstrations for each task in the inner-loop. Most methods additionally train the outer-loop through behavioral cloning on fixed data, in a process also called meta-behavioral cloning (meta-BC). Alternatively, the outer-loop may also perform inverse RL, which we call meta-IRL [270, 338, 349, 332, 118]. Another approach for using meta-learning for IRL is to train success classifiers via few-shot learning [336, 166]. Meta-IRL is generally performed online and so often requires a simulated environment, in contrast to meta-behavioral cloning. For both BC and IRL, the inner- and outer-loops generally also assume access to expert-provided actions, but one line of work considers inner-loops that use only sequences of states visited by an expert, potentially a human, despite being deployed on robotic system [76, 350, 31, 53, 134].

There are many similarities between meta-RL research and meta-IL research. In meta-IL, there exist analogues to black-box methods [60, 132, 31, 53], PPG methods [76, 350], and task-inference methods [134], as well as sim-to-real methods [132, 31]. For example, to adapt MAML to meta-BC, the inner-loop and outer-loop are each computed with a behavioral cloning loss over offline data, instead of using policy gradients. An adaptation of MAML for meta-BC, similar to [76], is shown in Algorithm 7. Likewise, to adapt RL2to meta-BC, the RNN summarizes an offline dataset, instead of online data, while the outer-loop uses behavioral cloning. An adaptation of RL2for meta-BC is shown in Algorithm 8.

Many contemporary papers discuss the meta-IL problem setting under the name of *in-context* learn ing [36]. In-context learning generally refers to learning in the activations of a sequence model, and frequently implies the use of transformers [242, 159]. Black box methods and task inference methods can be seen as two ways to learn to in-context learn. In-context learning can be used both in reference to learning to perform in-context IL and learning to perform in-context RL [159]. Large language models in particular, having gained significant traction recently [58, 36, 47], per form *in-context* learning [36], which can be seen as meta-IL where each prompt is treated as a task. Moreover, these models are capable of emergent meta-IL, i.e., meta-IL learning that is not explicitly in the training procedure, where novel datasets are passed in text as a prompt to the model along with a query, e.g., in *few-shot prompting* [47], which suggests a similar capacity to be investigated in meta-RL. An early investigation of language guided meta-RL [249] conditions a policy on a lan guage instruction. However, instead of a language model it uses a hard-coded generator for the instructions.

Algorithm 7 Meta-Training MAML for Meta-BC

Require: A dataset of expert demonstrations per task for adaptation *D*inner, and validation, *D*outer 1: Initialize meta-parameters *ϕ*0 = *θ*

2: while not done do

3: Sample tasks *Mi ∼ p*(*M*)

4: for each task *Mi* do

5: Adapt policy parameters using a step of behavioral cloning on the offline inner-loop data: *ϕi*1 = *ϕ*0 + *α∇ϕ*0 *J*BC(*Di*inner*, πϕ*0)

6: end for

7: Update *ϕ*0 using the meta-gradient: *ϕ′*0 = *ϕ*0 + *β∇ϕ*0P*Mi∼p*(*M*)*J*BC(*Di*outer*, πiϕ*1) 8: end while

Mixed supervision Beyond the most commonly studied settings above, Zhou et al. [366], Dance et al. [52], Prat et al. [234], and Rengarajan et al. [247] consider a few related, but different settings. In these settings, there is a phase in which the inner-loop receives a demonstration, followed by a phase in which the inner-loop performs trial-and-error reinforcement learning. The demonstration generally comes from a fixed dataset collected offline, but may additionally be supplemented by online data from a separate policy trained via meta-IL on the fixed dataset [366]. The demonstration data itself may [234] or may not [52] provide supervision (actions and rewards), or a combination of the two [366]. Finally, the agent may use reinforcement learning for supervision in the outer loop during the trial-and-error phase [52], it may use imitation learning [366], or it may use some combination of the two [234].

36

Algorithm 8 Meta-Training RL2for Meta-BC

Require: A dataset of expert demonstrations per task for adaptation *D*inner of length T, and valida tion, *D*outer 1: Initialize meta-parameters *θ* (RNN and other neural network parameters) 2: while not done do

3: Sample tasks *Mi ∼ p*(*M*)

4: for each task *Mi* do

5: Initialize RNN hidden state *ϕ*0

6: Adapt task parameters using RNN on offline inner-loop dataset: *ϕiT* = *fθ*(*Di*inner) 7: end for

8: Update *θ* using the meta-BC objective: *θ′* = *θ* + *β∇θ*P*Mi∼p*(*M*)*J*BC(*Di*outer*, πθ*(*·|ϕTi*)) 9: end while

Sub-topic Papers

Parameterized gradient descent

Nagabandi et al. [210], Kaushik et al. [139], Mendonca et al. [193], and Co-Reyes et al. [248]

Recurrent network Nagabandi et al. [210] and Seo et al. [269]

Recurrent

Hypernetwork Xian et al. [335]

Finite context Lee et al. [160]

Bayesian linear

regression Harrison et al. [113]

Permutation

invariance Galashov et al. [86] and Wang et al. [324]

Variational inference Sæmundsson et al. [260] and Perez et al. [231]

Model-predictive

control Nagabandi et al. [210], Lee et al. [160], and Shin et al. [275]

Additional Data Hiraoka et al. [120], Rimon et al. [252], Seo et al. [269], and Shin et al. [275]

Sub-procedure Clavera et al. [48] and Hiraoka et al. [120]

Continual learning Nagabandi et al. [212]

Additional Objective Alet et al. [6]

Adversarial training Lin et al. [172]

Table 5: Categories of model-based meta-RL methods from Section 3.7. Many themes are similar to those in the model-free section, such as the use of parameterized gradient descent, recurrent networks, permutation invariance, and hypernetworks. The top half of the table shows key concepts in the representation of the inner-loop or the model adaptation, while the bottom half shows what the learned adaptive model is used for.

3.7 Model-Based Meta-RL

So far, most of the algorithms discussed have been *model-free*, in that they do not learn a model of the MDP dynamics and reward. Alternatively, such models can be learned explicitly, and then be used for defining a policy via planning or be used for training a policy on the data generated by the model. Such an approach is called *model-based* RL, and can play a helpful role in meta-RL [113, 260, 86, 210, 212, 139, 160, 172, 193, 231, 120, 248, 335, 269, 275, 324]. Model-based meta RL methods are summarized in Table 5. In this section, we briefly survey model-based meta-RL methods. We keep the discussion limited for several reasons: most model-based methods have an analogous model-free method already discussed in Section 3, most trade-offs between model-based and model-free methods that exist in RL are the same in meta-RL, and most of the meta-RL literature considers model-free RL.

Many different types of model-based meta-RL have been investigated. In order to adapt the parame ters of the model, some model-based meta-RL papers use gradient descent, as in MAML [210, 139, 193, 248], and some use black-box RNNs, as in RL2 [210]. Alternatively, a fixed number of past transitions can be encoded [160], or variational inference can be used [260, 231]. Similar themes arise in model-based meta-RL as in model-free meta-RL, such as the use of hypernetworks [335] and permutation invariance of transitions [86, 324], as discussed earlier in Sections 3.2 and 3.3. Some methods plan with the model directly using model-predictive control with an off-the-shelf
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Algorithm 9 Black-Box Model-Based Meta-RL

1: Initialize an empty dataset for the environment model *D*model

2: Initialize an empty dataset for the policy *D*policy

3: Initialize meta-parameters, *θm*, for the model and meta-parameters, *θp*, policy 4: while not done do

5: Sample tasks *Mi ∼ p*(*M*)

6: for each task *Mi* do

7: Replace old data in *Di*policy with roll-outs from *πϕt*using recurrent policy in real environ ment 8: Add the same roll-outs to *Di*model

9: end for

10: Add roll-outs from *πϕt*in simulated environment model to *D*policy, optionally starting from real trajectories

11: Update policy *θp* using the meta-RL objective:

*θ′p* = *θp* + *β∇θp*P*Mi∼p*(*M*)*J*ˆ*RL*(*Di*policy*, πθp*(*·|ϕt*))

12: Update model *θm* using the supervised objective:

*θ′m* = *θm* + *β∇θm*P*Mi∼p*(*M*) E*s,a,r,s′,ϕt∼Di*modellog *pθm*(*s′|s, a, ϕt*) + log *pθm*(*r|s, a, ϕt*)) 13: end while

planner [210, 160], some use the model simply for additional data when training a policy [120, 252, 269], some use the model for both model-predictive control and policy learning [275], and others use the adapted parameters from the model as an input to a policy that is then trained using standard RL [160, 193, 372, 363]. However, in the last case there is significant overlap between model based meta-RL and task-inference methods because learning to infer the task often means learning a latent-variable dynamics model. We discuss task-inference methods with model-free methods in Section 3.3, due to their otherwise similar assumptions. Moreover, we categorize methods that use a model with a black-box inner-loop for planning or sampling as black-box model-based methods. This leaves task-inference model-based methods as a sparse category.

A simple method, for example, would learn a black-box environment model, without a separate planner, and run a standard RL algorithm, but use the model for additional data in the policy gradient estimation. The model itself would be trained using a maximum likelihood estimate of the transition function and reward function over the same trajectories collected by the policy. For pseudocode of such a model, see Algorithm 9. Methods that condition a policy on parameters adapted for a model can also be seen as task inference methods. The model may reconstruct dynamics or reward functions. Models can be used to find adversarial tasks that improve generalization when optimizing the worst-case return [172]. If access to the underlying Markovian states is not possible, dynamics models over the latent states can also be fit by reconstructing observations [363]. Closely related to the meta-RL problem setting, one approach uses model-based meta-RL for continual learning [212], while another uses it as a sub-procedure in a standard RL algorithm to make learning more sample efficient [48, 120]. Finally, using meta-gradients to adapt a model using an additional or unsupervised inner-loop, as opposed to the standard supervised loss, can be beneficial [6].

Overall, there are trade-offs between model-free meta-RL and model-based meta-RL. On one hand, model-based meta-RL methods can be extremely sample efficient when it is possible to learn an accurate model [210]. Model-based methods may also be learned off-policy, because the model can be trained using supervised learning. On the other hand, model-based meta-RL may require the implementation of additional components, especially for longer-horizon tasks that require more than an off-the-shelf planner, and can have lower asymptotic performance [48, 333]. Finally, in the meta-learning context, model-based RL may confer two unique advantages. First, when there are too few tasks in the meta-training distribution, model-based meta-RL can allow for supplemental (imagined) tasks to be sampled [252]. Second, model-based meta-RL may be easier when an off-the shelf planner is viable and complicated exploration policies are necessary. In model-free meta-RL, the meta-learning needs to learn what data to collect and how. However, in model-based RL, the exploration may be offloaded to a planning algorithm. It may be easier to allow the planner to deal with complicated exploration in the inner-loop rather than learn this directly.
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Area Papers

Meta-SL Baxter [19], Denevi et al. [56], Finn et al. [75], Khodak et al. [140], Tripuraneni et al. [305], and Collins et al. [50]

Multi-task Representation Learning for RL

Jin et al. [135], Yang et al. [344], Hu et al. [124], Cheng et al. [45], and Lu et al. [184]

Meta-RL Simchowitz et al. [277], Chen et al. [43], Rimon et al. [252], Tamar et al. [295], and Ye et al. [346]

Table 6: Categories of theory papers from section 3.8. Papers relating to theory of meta-SL and representation learning for RL are included in addition to pure meta-RL theory papers.

3.8 Theory of Meta-RL

The theory of meta-RL aims to understand and formalize the principles governing the learning of RL algorithms. As meta-RL is a relatively new area, its theoretical exploration is closely informed by insights from the related areas of meta-SL and multi-task representation learning for RL. However, meta-RL poses additional challenges due to the inner-loop learning an RL algorithm. For a theoret ical understanding of these challenges, many researchers have used the Bayesian framework. This subsection integrates central insights from the theory of meta-SL and representation learning and overviews specific theoretical developments within meta-RL. The papers discussed in this section are summarized in Table 6.

Insights from supervised meta-learning Meta-learning, both meta-RL and meta-SL, focus on designing algorithms capable of efficiently learning new tasks from a given task distribution. A key aspect of this learning process is the development of representations or inductive biases that generalize across tasks. As an early theoretical contribution, Baxter [19] laid the groundwork by studying the learning of inductive biases in a PAC (probably approximately correct [306]) setting, where the learner operates on a family related tasks and the goal is to find a hypothesis space that is appropriate for all of the tasks in the family. More recently, Tripuraneni et al. [305] provide a fundamental result on how features learned across tasks improve the efficiency of learning in a new task. A related result specialized to MAML [73] is shown by Collins et al. [50]. MAML is further studied in the online convex optimization framework by Denevi et al. [56], Finn et al. [75], and Khodak et al. [140], who assume a notion of task similarity under which all tasks are close to a single fixed point in the parameter space for which guarantees can be provided. These findings, while not directly addressing meta-RL, offer valuable insights into the representation learning aspect crucial for meta-RL algorithms.

Multi-task representation learning for RL Multi-task representation learning for RL is closely related to meta-RL in that it considers learning a shared representation across a set of tasks. However, in representation learning, learning an exploration strategy or more generally learning a learning al gorithm are not considered. Nevertheless, the settings are close enough that the theoretical results for multi-task representation learning can provide helpful guidance for developing a theoretical un derstanding of meta-RL.

Jin et al. [135], Yang et al. [344], and Hu et al. [124] consider representation learning in linear ban dits and MDPs. They show regret bounds across the set of parallel tasks that improve as the number of related tasks in the set increases. Lu et al. [184] extend these results to general representations in contextual bandits. Additionally, Cheng et al. [45] reveal that multitask representation learning in low-rank MDPs [1] can significantly enhance sample efficiency when the total number of tasks surpasses a certain threshold. Their findings emphasize the efficiency of employing learned repre sentations in downstream tasks, thereby illustrating the tangible benefits of multi-task representation learning in reinforcement learning.

Meta-RL specific theoretical advances While research specifically investigating the theory of meta-RL is limited, some important results have been obtained. In particular, results relating to the generalization bounds of meta-RL algorithms offer a principled motivation on the division of meta-RL methods into few-shot and many-shot methods introduced in section 2.

Simchowitz et al. [277], Rimon et al. [252], and Tamar et al. [295] focus on generalization in meta RL. Tamar et al. [295] provide PAC bounds on the number of training tasks required for learning an approximately Bayes-optimal policy, i.e., a policy that optimizes equation 3. Rimon et al. [252] show that the bound depends exponentially on the degrees of freedom of the task distribution *p*(*M*).
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Figure 15: In many-shot meta-RL, the meta-parameters *θ* often parametrize a policy gradient objec tive function *Jθ* used for updating the parameters of the policy in the inner-loop *ϕ*. In this pattern, the inner-loop builds on the inductive bias of a policy gradient algorithm, which helps improve policies over long trials (large *H*. The meta-parameters are updated after a number of inner-loop updates, which may or may not correspond to the trial length depending on specific setting and the algorithm.

These results give a principled explanation of why meta-RL methods work well for narrow task distributions but not for broader ones. Whereas Tamar et al. [295] and Rimon et al. [252] focus on in-distribution generalization, Simchowitz et al. [277] study the problem of out-of-distribution generalization by considering misspecified priors for Thompson sampling algorithms, which are often considered in meta-RL [241].

Continuing from the Bayesian perspective, Chen et al. [43] bound the regret of the Bayes-optimal policy compared to the optimal policy on *any* MDP instance possible under the prior. While Chen et al. [43] focus on the worst-case regret, Ye et al. [346] bound the expected regret. Furthermore, they propose a pre-training and fine-tuning algorithm based on policy elimination that achieves favorable regret.

Finally, there are ongoing theoretical investigations targeted at MAML-like methods [73]. Fallah et al. [69] derive the sample complexity of a variant of the MAML algorithm. Liu et al. [176] and Tang [296] investigate the bias and variance of gradient estimators for MAML and the latter propose a new gradient estimator with a favorable bias-variance trade-off.

4 Many-Shot Meta-RL

In this section, we consider the many-shot setting where we want to, for example, learn a loss function that is applied on new tasks for thousands of updates, rather than just a handful. In other words, the goal is to learn a general purpose RL algorithm, similar to those currently used in practice. This setting is discussed separately from the few-shot setting presented in Section 3 because in practice it considers different problems and methods, even though increasing the trial length does not change the setting in principle. On one hand, a prototypical few-shot meta-RL problem is goal navigation in MuJoCo environments [302]. In this scenario, the agent adapts to the different rewards defined by the goal but operates within the same environment. On the other hand, a typical task in many-shot meta-RL might involve learning an objective function for a policy-gradient method for Atari [28] games.

In the few-shot multi-task setting, an adaptive policy can successfully solve unseen tasks in a small number of episodes by making use of a systematic exploration strategy that exploits its knowledge of the task distribution. This strategy works well for narrow task distributions, e.g., changing the goal location in a navigation task. For more complex task distributions with more tenuous relationships between the tasks, the few-shot methods tend to not work as well [193, 252]. Rimon et al. [252] studies the complexity of meta-RL in terms of the degrees of freedom of the task distribution. See Section 3.8 for more details. Meta-RL methods designed for these more complicated conditions often resemble standard RL algorithms, which are in principle capable of solving any task given enough interactions. The drawback of standard RL algorithms is that they require many samples to solve tasks. The meta-RL algorithms building on them aim to improve the sample efficiency by explicitly optimizing for a faster algorithm. This algorithm template is illustrated in Figure 15. We label this setting *multi-task many-shot meta-RL* and discuss it further in Section 4.1.
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Another area where building on standard RL algorithms is helpful is *many-shot single-task meta-RL*. Instead of seeking greater generalization across complex task distributions, here the aim is to accel erate learning on a single hard task. Solving hard tasks requires many samples and leaves room for meta-learning to improve sample efficiency during the trial. We discuss this setting in Section 4.2. While the task distributions in the multi-task and single-task many-shot meta-RL problems are very different, we discuss the methods for both of them together in Section 4.3 due to the similarity of algorithms used in the settings.

There is less research on the many-shot meta-RL setting compared to its few-shot counterpart. We believe this disparity is in large part due to the higher computational demands that follow from the very nature of the many-shot meta-RL setting, placing it beyond the reach of many academic groups. Furthermore, optimization in the many-shot setting is challenging due to high inner-loop computational costs, which limit the kinds of inner-loops that can be efficiently trained. For example, RL2could technically be used in the many-shot setting, but optimizing an RNN over millions of timesteps is beyond the current state of the art. These challenges are open problems in the many shot meta-RL setting, and are discussed further in Section 6.

4.1 Multi-Task Many-Shot Meta-RL

Many methods in this category are explicitly motivated by the desire to learn RL algorithms that learn quickly on *any* new task. This requires either a training task distribution that has support for all tasks of interest, or alternatively adaptation to tasks outside the training task distribution.

The objective for the many-shot multi-task setting is the same as in the few-shot setting and is given by Equation 3. The differences are the much longer length of the trial *H* and the broader task distribution, which may include differing action and observation spaces between the tasks. There is no strict cutoff separating long and short trial lengths but the algorithms targeting each setting are generally easy to distinguish. On common benchmarks, such as MuJoCo [302], algorithms targeting the few-shot setting reach maximum performance usually after at most tens of episodes, while algorithms for the many-shot setting are tested on benchmarks like Atari [28] may take tens of thousands or more episodes to converge. As in the few-shot setting, both meta-training and meta testing consist of sampling tasks from a task distribution and running the inner-loop for *H* episodes.

In practice, since a single trial consists of many inner-loop updates, optimizing the meta-parameters over full trials can be challenging. Running a complete trial in the inner-loop requires a lot of computation by itself, which can make the meta-parameter updates too expensive to compute. Fur thermore, even if it is feasible to sample full trials for each meta-parameter update, computing such update may not be possible due to memory requirements or optimization problems due to vanishing and exploding gradients. Instead, the meta-learner is commonly updated to maximize a surrogate objective: the performance of the policy after a small number of inner-loop updates starting from the current parameters. This surrogate objective is a biased estimator of the policy performance at the end of the trial but can still provide gains in practice. The bias from considering a truncated hori zon has been analyzed both in supervised learning [334, 196, 195] and meta-RL [314]. We discuss mitigation strategies for the bias from truncation in Section 4.3.

A pseudocode template for a many-shot meta-RL algorithm is provided in algorithm 10. In the algorithm, the trials may or may not finish depending on the number of iterations *N* between each outer-loop update. Updating the meta-parameters in the middle of a trial corresponds to the truncated objective described above.

In the multi-task many-shot setting, the meta-parameters are most commonly parameters of the objective function, which is differentiated with respect to the policy parameters. This results in a similar algorithm to MAML [73] described in Section 2.4. However, unlike in MAML, where the initialization of the policy is learned, the meta-parameters are in the update function, which enables considering arbitrary policy parameterizations in the inner-loop. Furthermore, while learning the initialization is a general meta-parameterization, the parametrized update function can be easier to optimize, especially in the many-shot setting.

4.2 Single-Task Many-Shot Meta-RL

For some tasks in deep RL, useful training distributions of tasks may not be available. Moreover, even when they are, the individual tasks may require too many resources to solve on their own making multi-task training across them too hard. These tasks have motivated researchers to look at whether meta-RL can accelerate learning even when the task distribution consists of a single task,
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Algorithm 10 Many-Shot Meta-Learning for Reinforcement Learning

1: Initialize meta-parameters *θ*

2: Sample a batch of tasks *Mi ∼ p*(*M*)

3: Initialize policy parameters *ϕi*0for each task *Mi*

4: Set *j* = 0

5: while not done do

6: for *N* iterations do

7: for each task *Mi* do

8: Collect data *Dij*using the policy *πϕij*

9: Update policy parameters: *ϕij*+1 = *ϕij* + *α∇ϕijJθ*(*Dij, πϕij*)

10: end for

11: *j* = *j* + 1

12: end for

13: Update *θ* to maximize the returns of the newest policies: *θ′* = *θ* + *β∇θ*P*iJ*(*Dij, πϕij*) 14: For tasks *i* for which the trial has concluded, re-initialize the policy parameters *ϕi*, and sample new tasks *Mi ∼ p*(*M*).

15: end while

i.e., accelerating learning online during single-task RL training. Note that this setting is sometimes additionally referred to as *online cross-validation* [291].

The goal in the single-task setting is to maximize the final performance of the policy after train ing has completed. The final performance is given by the meta-RL objective in Equation 3 when we choose a task distribution with only a single task, set the trial length *H* to a large number, and choose *K* such that only the last episode counts. Compared to the few-shot multi-task setting, when meta-learning on a single task, the optimization cannot wait until the inner-loop training has concluded and update only then because there is no further learning on which to use the updated meta-parameters. Therefore, single-task meta-learning necessarily follows a truncation pattern sim ilar to the one described in Algorithm 10. In contrast to the many-shot multi-task meta-RL algorithm described in the pseudocode, in the single-task setting there is only one task and as a consequence only one set of policy parameters *ϕj* . Those parameters are usually never reset. Instead, the inner loop keeps updating a single set of agent parameters throughout the lifetime of the agent. Therefore, Algorithm 10 is a fairly good representation of single-task meta-RL methods when choosing a task distribution with a single task and setting the trial length to the full length of training.

This meta-learning problem is inherently non-stationary, as the data distribution changes with the changing policy. The ability of the meta-learners to react to the non-stationary training conditions for the policy is often considered a benefit of using meta-learning to accelerate RL, but the non stationarity itself results in a challenging meta-learning problem.

Many of the methods for single-task meta-RL are closely related to methods for online hyperparam eter tuning. Indeed, there is no clear boundary between single-task meta-RL and online hyperparam eter tuning, though generally hyperparameters refer to the special case where the meta-parameters *θ* are low-dimensional, e.g., corresponding to the learning rate, discount factor, or *λ* in TD(*λ*). While such hyperparameters are often tuned by meta-RL algorithms [341, 355], to limit the scope of our survey, we only consider methods that augment the standard RL algorithm in the inner-loop by in troducing meta-learned components that do not have a direct counterpart in the non-meta-learning case. For a survey of methods for online hyperparameter tuning, see Parker-Holder et al. [227].

4.3 Many-Shot Meta-RL Methods

Algorithms for many-shot meta-RL aim to improve over the plain RL algorithms they build upon by introducing meta-learned components. The choice of meta-parameterization depends on the problem. The meta-parameterizations differ in how much structure they can capture from the task distribution, which matters in the multi-task case, and what aspects of the RL problem they address. The meta-parameterization may tackle problems such as credit assignment, representation learning, etc. The best choice of meta-parameterization depends on what aspect of the problem is the primary challenge.
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Meta

parameterization Multi-task Single-task

Intrinsic rewards

Auxiliary tasks

Hyperparameter functions

Hierarchies

Objective functions directly

Alet et al. [7], Zheng et al. [364], Veeriah et al. [312], Zou et al. [373], and Meier et al. [191]

Frans et al. [82], Fu et al. [84], Veeriah et al. [312], and Nam et al. [214]

Houthooft et al. [123], Kirsch et al. [146], Oh et al. [220], Bechtle et al. [20], and Jackson et al. [130]

Zheng et al. [365] and Rajendran et al. [240]

Lin et al. [171], Veeriah et al. [311], Zahavy et al. [355], and Flennerhag et al. [78]

Almeida et al. [9], Flennerhag et al. [78], Lu et al. [181], and Luketina et al. [185]

Xu et al. [340]

Optimizers Chen et al. [44] and Lan et al.

[154]

Black-box Kirsch et al. [143]

Table 7: Many-shot meta-RL methods discussed in Section 4.3 categorized by the task distribution considered and meta-parameterization.

Many of the topics discussed below, such as intrinsic rewards and hierarchical RL, are active research areas in RL on their own. Most of the research on these topics does not consider the bi-level structure present in meta-RL. We provide a concise description of each topic in general terms but do not to provide details on the bodies of research outside of their intersection with meta-RL. For learning more about these topics, we provide references to foundational papers and surveys.

In the following, we discuss the different meta-parameterizations considered both in the single-task and multi-task settings. A summary of the methods discussed in this section is presented in Table 7, where the different methods are categorized by task distribution and meta-parameterization. The empty categories such as single-task meta-RL for learning hierarchical policies may be promising directions for future work. We also discuss the different outer-loop algorithms considered for many shot meta-RL.

Learning intrinsic rewards The reward function of an MDP defines the task we want the agent to solve. However, the task-defining rewards may be challenging to learn from because maximizing them may not result in good exploratory behavior, e.g., when rewards are sparse [279]. One approach for making the RL problem easier is to introduce a new reward function that can guide the agent in learning how to explore. These additional rewards are called *intrinsic motivation* or *intrinsic rewards* [16]. While intrinsic rewards are often designed manually, recently many-shot meta-RL methods have been developed to automate their design. The learned intrinsic reward functions can be represented as functions of the state and action *rin*(*st, at*) [365, 240, 312], potential-based shaping functions *γrin*(*st*+1) *− rin*(*st*) [373], or functions of the entire episode so far *rin*(*τ*:*t*) [7, 364]. Learning an intrinsic reward in the multi-task case can help the agent learn to explore the new environment more quickly [7, 364, 373]. They can also help define skills as part of a hierarchical policy [312] or be used as general reward shaping in the single-task case [365]. Beyond the standard settings, Rajendran et al. [240] learn intrinsic rewards for practicing in extrinsic reward-free episodes in-between evaluation episodes. Finally, Meier et al. [191] present an unsupervised reward learning approach, which learns complex skills in Atari games.

Learning auxiliary tasks In some RL problems, learning a good representation of the observa tions is a significant challenge for which the RL objective alone may provide poor supervision. One approach for better representation learning is introducing *auxiliary tasks*, defined as unsupervised or self-supervised objectives optimized alongside the RL task [131]. With auxiliary tasks the inner loop objective then becomes

*Jθ*(*D, πϕ*) = *J*RL(*D, πϕ*) + *J*aux

*θ*(*D, πϕ*)*.*
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When a set of candidate auxiliary tasks is known, the best ones to use can be chosen by meta learning the weight associated with each task, such that only the tasks that improve the outer-loop objective are assigned high weights [171]. Even when auxiliary tasks are not known in advance, meta-learning can be useful. Veeriah et al. [311] use meta-gradients to discover a set of generalized value functions (GVFs) [292], which define the prediction targets for the auxiliary loss of the policy network in the inner-loop. They show that the learned auxiliary tasks can improve sample efficiency over the base algorithm without auxiliary tasks and over handcrafted auxiliary tasks. The same approach for auxiliary task learning is used by Zahavy et al. [355] and Flennerhag et al. [78], who further improve the performance by tuning the hyperparameters of the inner-loop RL algorithm online. At the time of publication both achieved the state-of-the-art performance of model-free RL on the Atari benchmark [28].

Learning functions that output hyperparameters Methods that learn functions that output hy perparameters of an inner-loop algorithm straddle the gap between hyperparameter optimization and meta-learning. Almeida et al. [9], Flennerhag et al. [78], and Luketina et al. [185] learn functions that take as inputs summary statistics of the inner-loop performance such as rewards and TD-error, and output the values of hyperparameters such as the *λ*-coefficient used in estimating returns. Fur thermore, Lu et al. [181] show that parametrizing the policy update size coefficient featured in algorithms such as proximal policy optimization (PPO) [267] by a meta-learned function can be beneficial. The parameters of these functions are themselves optimized by meta-gradients.

Modifying the RL objective directly Learning intrinsic rewards and auxiliary tasks shows that adding meta-learned terms to the RL objective can accelerate RL. These successes raise the question whether, instead of adding terms to the objectives, modifying the RL objectives directly via meta-RL can improve performance. To answer this question Houthooft et al. [123], Oh et al. [220], and Xu et al. [340] propose algorithms that replace the return or advantage estimator in a policy gradient algorithm with a learned function of the episode

*∇ϕJθ*(*τ, πϕ*) *∝*X *at,st∈τ*

*∇ϕ* log *πϕ*(*at|st*)*fθ*(*τ* )*,*

where *fθ*(*τ* ) is some meta-learned function of the trajectory. An alternative to replacing the ad vantage estimator is proposed by Kirsch et al. [146] and Bechtle et al. [20], who consider a deep deterministic policy gradient (DDPG)-style [169] objective function, where the critic is learned via meta-RL instead of temporal difference (TD) learning.

*∇ϕJθ*(*τ, πϕ*) = X *at,st∈τ*

*∇ϕQθ*(*st, πϕ*(*at|st*))*,*

where *Qθ* is the meta-learned critic. Similar inner-loop is proposed for meta-IL by Yu et al. [350]. These learned RL objectives produce promising results in both multi-task and single-task meta-RL. In the multi-task setting, Oh et al. [220] demonstrate that an objective function learned on simple tasks such as gridworld can generalize to much more complicated tasks such as Atari [28]. Jackson et al. [130] improve the generalization of the approach further by replacing the hand-designed training environments with an automated environment design component. Whereas in the single-task setting, Xu et al. [340] show that the learned objective function can eventually outperform the standard RL algorithm (IMPALA [66]) it builds upon.

Learning Optimizers In most learning systems, the optimizer producing the parameter updates is manually designed. However, it is also possible to meta-learn an optimizer. Typically, the inner loop of meta-learned optimizers conditions on losses and gradients, and outputs parameter updates. There has been some success in both many-shot and few-shot supervised learning to meta-learn the optimizer [12, 165, 243]. Some of these meta-learned optimizers use RL for meta-training [165], and some deploy on MDPs [44]. Recently, a many-shot method has been proposed to meta-train and meta-test on MDPs, making it the first proper meta-RL method to learn an optimizer [154].

Learning hierarchies A central problem in RL is making decisions when the consequences only become apparent after a long delay. Temporal abstraction is a potential solution to this problem [54, 293, 209]. These abstractions are commonly represented as a hierarchy consisting of a set of *op tions* or *skills* and a manager policy that chooses what skills to use [293, 17, 229]. When options are available for a given environment, the manager policy can be learned with algorithms closely related to standard RL algorithms targeting the hierarchical setting. However, manually designing
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Figure 16: To estimate an update to the meta-parameters, ES samples a set of them and computes the inner-loop for each of them independently. This requires more evaluations of the inner-loop but can work better when the task-horizon is long.

good options is challenging. Instead, meta-RL can be used in the discovery of options [82, 312] by parametrizing the functions defining the objectives for learning the option with meta-learned functions. While meta-RL can help hierarchical RL the opposite is also true as a hierarchical struc ture can help with the central problem of meta-RL, i.e., learning policies that generalize across task distributions. Fu et al. [84] and Nam et al. [214] propose methods that make use of the temporal abstraction provided by hierarchical policies to solve task distributions with longer horizons.

Black-box meta-learning In few-shot meta-RL, black-box methods that use RNNs or other neu ral networks instead of stochastic gradient descent (SGD) tend to learn faster than the SGD-based alternatives. Kirsch et al. [143] argue that many black-box meta-RL approaches, e.g., [62, 321] cannot generalize well to unseen environments because they can easily overfit to the training en vironments. To combat overfitting, they introduce a specialized RNN architecture, which reuses the same RNN cell multiple times, making the RNN weights agnostic to the input and output di mensions and permutations. The proposed method requires longer trials to learn a policy for a new environment, making it a many-shot meta-RL method, but in return it can generalize to completely unseen environments.

Outer-loop algorithms Regardless of the inner-loop parameterization chosen, by definition, algo rithms for many-shot meta-RL have to meta-learn over long task-horizons. Directly optimizing over these long task horizons is challenging because it can result in vanishing or exploding gradients and has infeasible memory requirements [290, 195]. Instead, as described above, most many-shot meta RL algorithms adopt a surrogate objective, which considers only one or a few update steps in the inner-loop [365, 146, 311, 220, 240, 355, 364, 20, 312]. These algorithms use either A2C [204]-style [220, 364, 20, 312] or DDPG [169]-style [146] actor-critic objectives in the outer-loop. Flennerhag et al. [78] present a different kind of surrogate objective, which bootstraps target parameters for the inner-loop by computing several updates ahead and then optimizing its earlier parameters to mini mize distance to that later target using a chosen metric. This allows optimizing over more inner-loop updates, and with the right choice of metric, it can be used for optimizing the behavior policy in the inner-loop, which is difficult using a standard actor-critic objective. This surrogate objective has also been used to meta-learning how to prioritize the task distribution for policy improvement in model-based methods [38].

Alternatively *evolution strategies* (ES) [244, 329, 261], which are black-box optimization algo rithms, are used by [123, 143, 181]. ES works by sampling a set of parameters from a distribution, evaluating the set by running the inner-loop, and updating the parameters of the distribution. This can be seen as applying REINFORCE [330] on the parameter distribution. The general approach of using ES in the outer-loop is illustrated in Figure 16. ES suffers less from the vanishing and explod ing gradients problem and has more favorable memory requirements at the cost of high variance and sample complexity compared to SGD-based methods [195]. Finally, genetic algorithms [263] and
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Figure 17: Example meta-RL application domains, including building energy control [186, 100], traffic signal control [356], multi-agent RL [79, 102, 274, 223, 41, 72, 106, 141, 359, 370, 93, 115, 183, 343], robot manipulation [353, 3, 14, 266, 94, 361], robot locomotion [353, 268, 283, 352, 148, 150], and automatic code grading in education [178]. Image credit to [310, 42, 309, 351, 148, 64, 178].

random search are used by Alet et al. [7], Co-Reyes et al. [250], and Garau-Luis et al. [90], who consider discrete parameterizations of the inner-loop objective.

5 Applications

In many application domains, fast adaptation to unseen situations during deployment is a critical consideration. By meta-learning on a set of related task, meta-RL provides a promising solution in these domains (Figure 17), such as traffic signal control [356], building energy control [186, 100], and automatic code grading in education [178]. Meta-RL has also been used as a subroutine to address non-stationarity in the sub-field of continual RL [274, 212, 251, 30, 174, 331]. Moreover, curriculum learning and unsupervised environment design (UED) have been used to provide the distribution of tasks for a meta-RL agent [190] or an otherwise adaptive agent [57]. In this section, we consider where meta-RL has been most widely applied, as well as intersections with other sub fields where meta-RL has been used successfully to solve problems. Specifically, we discuss robotics and multi-agent RL.

5.1 Robotics

One important application domain of meta-RL is robotics, as a robot needs to quickly adapt to different tasks and environmental conditions during deployment, such as manipulating objects with different shapes, carrying loads with different weights, etc. Training a robot from scratch for each possible deployment task may be unrealistic, as RL training typically requires millions of steps, and collecting such a large amount of data on physical robots is time-consuming, and even dangerous when the robots make mistakes during learning. Meta-RL provides a promising solution to this challenge by meta-learning inductive biases from a set of related tasks to enable fast adaptation in a new task.

However, while meta-RL enables efficient adaptation during deployment, it comes at the expense of sample-inefficient meta-training on multiple tasks, which is bottlenecked by the cost of collecting an even larger amount of real-world data for meta-training. Nonetheless, some methods meta-train in the real world [211, 25, 363, 316, 361], and even learn to manually reset their tasks while doing so [316]. However, most methods train a meta-RL agent in simulation instead of on physical robots, where different tasks can be easily created by changing the simulator parameters, and then deploy the meta-trained robot in the real world. This process, known as *sim-to-real transfer* [362], significantly
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Black-box Task-inference PPG

Model-free

Sim-to-real

Real-world meta

training

Akkaya et al. [3] and Schwartzwald et al. [268]

-

Yu et al. [353], Schoettler et al. [266], Kumar et al. [148], Kumar et al. [150], and He et al. [115]

Zhao et al. [363], Walke et al. [316], and Zhao et al. [361]

Gao et al. [89], Arndt et al. [14], Song et al. [283],

Yu et al. [352], and Ghadirzadeh et al. [94]

-

Sim-to-real Cong et al. [51] - Kaushik et al. [139] and Anne et al. [13]

Model-based

Real-world meta

training

Nagabandi et al. [211] and Belkhale et al. [25]

- -

Table 8: Taxonomy of the meta-RL papers that apply meta-RL to robotics from Section 5.1. Methods for meta-RL can be directly applied to robotics and robotics span the range of meta-RL methods. Task-inference and Model-based methods are common in this section for their sample efficiency. Real-world meta-training is relatively less common.

reduces the meta-training cost and is adopted by most methods that apply meta-RL to robotics [353, 3, 14, 51, 139, 266, 268, 283, 352, 94, 148, 150, 115]. We give a taxonomy of these robotic meta-RL papers in Table 8 and introduce them in more detail below.

Model-free meta-RL methods directly adapt the control policy to handle unseen situations during deployment, such as locomotion of legged robots with different hardware (mass, motor voltages, etc.) and environmental conditions (floor friction, terrain, etc.) [353, 268, 283, 352, 148, 150], and manipulation with different robot arms or variable objects [353, 3, 14, 266, 94, 361]. On one hand, black-box methods [3, 268] (see Section 3.2) and task-inference methods [353, 266, 352, 148, 150, 115, 361] (see Section 3.3), when used in robotics, generally condition the policy on a context vector inferred from historical data to represent the current task. They mainly differ in what kind of loss function is used to train the task inference. On the other hand, model-free PPG methods (see Section 3.1) in robotics [89, 14, 283, 94] mainly build upon MAML [73]. However, they usually require more rollouts for adaptation compared to model-free black-box methods, which is consistent with our discussion on the efficiency of different methods in Section 3. Moreover, instead of directly using MAML, these methods introduce further modifications to enable sample-efficient training [14, 94] and handle the high noise of the real world [283].

Another line of works adopts model-based meta-RL (Section 3.7). Model-based methods may be more suitable for robotic tasks for the following reasons: (1) Model-based RL can be more effi cient than model-free methods, a key consideration for robot deployment [232]. (2) Adapting the dynamics model may be much easier than adapting the control policy in some cases, such as in tasks where task difference is defined by various dynamics parameters. Similar to the model-free case, both black-box methods [211, 51, 25] and PPG methods [211, 139, 13] have been considered adapt ing the dynamics model for model-based control. (We generally avoid classification of methods as task-inference and model-based. See Section 3.7.)

5.2 Multi-Agent RL

Meta-learning has been applied in multi-agent RL to solve a number of problems, from learning with whom to communicate [359], to automating mechanism design by learning agent-specific re ward functions [343], to meta-learning an agent for computing Stackelberg equilibria, by rapidly providing an adaptive best-response policy when training a fixed leader policy [93]. All problems and solutions are summarized in Table 9. However, in this section we focus on two main problems that meta-RL can address in the multi-agent setting. First, we introduce the problems of generaliza tion to unseen agents and non-stationarity, and discuss how meta-RL can address them in general. Then, we discuss the types of meta-RL methods that have been used to address each problem, elab orating on PPG methods that propose additional mechanisms for each problem.
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Meta-Training Meta-Testing

Figure 18: Illustration of using meta-RL to address generalization over unseen agents. By general izing over other agents at meta-train time, we can adapt to new agents at meta-test time.

Sub-topic Papers

PPG meta-gradients for non-stationarity Foerster et al. [79], Al-Shedivat et al. [274], and Kim et al. [141]

PPG for opponent curriculum Feng et al. [72] and Gupta et al. [106] PPG for meta-learning reward functions Yang et al. [343]

PPG for meta-learning communication

topology Yang et al. [343]

Black box for generalization to teammates Charakorn et al. [41] Black box for generalization to opponents Lu et al. [183]

Task inference for generalization to

teammates Grover et al. [102] and Zintgraf et al. [370]

Task inference for generalization to opponents

Grover et al. [102], Papoudakis et al. [223], and Zintgraf et al. [370]

Task inference for generalization to humans He et al. [115]

Non-adaptive agent for learning cheap talk Lu et al. [182]

Non-adaptive agent for Stackelberg

equilibria Gerstgrasser et al. [93]

Table 9: Summary of meta-RL papers used for multi-agent RL from Section 5.2. Methods use PPG, black-box, and task-inference agents, in addition to non-adaptive agents. As examples, the problems addressed include generalization over other agents policies, non-stationarity induced by other agents, computing Stackelberg equilibria, and learning communication patterns.

The first multi-agent problem we consider is generalization over other agents. In multi-agent RL, many agents act in a shared environment. Often, it is the case that other agents’ policies vary greatly. This creates a problem of generalization to unseen agents. This generalization may occur over opponents [223, 183], or over teammates [41, 106, 115], which is sometimes called ad hoc teamwork [286]. The other agents may be learned policies [370] or even humans [115]. By viewing other agents as (part of) the task, and assuming a distribution of agents available for practice, meta RL is directly applicable. Using meta-RL to address generalization over other agents is visualized in Figure 18.

The second multi-agent problem we consider is *non-stationarity*. In multi-agent RL, from the per spective of any one agent, all other agents change as they learn. This means that from one agent’s perspective, if all of the other agents are modeled as part of the environment, then the environment changes – i.e., the problem is non-stationary [79, 274, 141]. Meta-RL likewise can address non stationary by treating other learning agents as (part of) the task. In this case, the learning algorithm of each agent, and what each agent has learned so far, collectively defines the task. By repeatedly re setting the other learning agents during meta-training, we can meta-learn how to handle the changes introduced by the other agents. From the perspective of the meta-learning agent, the distribution over other agents remains stationary. This effectively resolves the non-stationarity of multi-agent RL, which is depicted in Figure 19.

Solutions in multi-agent RL make use of all different types of meta-RL methods: PPG methods [79, 274, 141], black-box [41, 183], and task-inference methods [102, 223, 370, 115]. These methods are discussed in Sections 3.1, 3.2, and 3.3, respectively. The agent may even use a Markovian (i.e.,
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Non-Stationarity Meta-Learning

Figure 19: Illustration of using meta-RL to train over another agent’s learning in multi-agent RL. By resetting the learning process of other agents, and training over it, we can learn to address the non-stationarity created by the learning of other agents.

non-adaptive) policy, if the other agents are learning [182]. Most of these methods can be applied without modification to the underlying meta-RL problem to address both generalization over other agents and non-stationarity. In the case that other-agents form the entirety of the task, then the

meta-RL objective can be written: *J* (*θ*) = E*π′i∼p*(*π′i*)*∀i*=0*...A*

E*D*

X *τ∈DK*:*H*

*G*(*τ* )

*fθ, π′*0*...π′A**,* (7)

where *A* is the number of other agents. However, several PPG papers investigate additional mecha nisms for both such generalization and non-stationarity that we discuss next.

Some PPG papers focus on improving the distribution of other agents using meta-gradients, in order to improve generalization to new agents. See Section 3.1 for a discussion of meta-gradient estima tion. These papers focus on the curriculum of opponents to best support learning in a population based training setting. Gupta et al. [106] iterates between PPG meta-learning over a distribution of fixed opponents and adding the best-response to the meta-learned agent back to the population. Alternatively, Feng et al. [72] uses meta-gradients or evolutionary strategies to optimize a neural network to produce opponent parameters. The opponent parameters are chosen to maximize the learning agent’s worst case performance. Both methods use the distribution of agents to create a robust agent capable of generalizing across many other agents.

Finally, some PPG papers introduce additional mechanisms to handle non-stationarity. In order to resolve all non-stationarity, all other (adaptive or non-adaptive) agents must repeatedly reset to their initial policies eventually. While this has been explored [223, 41, 370], PPG methods tend to allow other agents to continue to learn [79, 274], or even to meta-learn [141], without resetting. Each PPG method addresses the non-stationary learning of other agents in a different way. For example, Al-Shedivat et al. [274] propose meta-learning how to make gradient updates such that performance improves against the subsequent opponent policy, over various pairs of opponent policies. In con trast, Foerster et al. [79] derive a policy gradient update such that one agent meta-learns assuming the rest follow an exact policy gradient, and Kim et al. [141] derive a policy gradient update assuming all agents sample data for meta-learning.

6 Open Problems

Meta-RL is an active area of research with an increasing number of applications, and in this nascent field there are many opportunities for future work. In this section, we discuss some of the key open questions in meta-RL. Following the method categories in this survey, we first discuss some important directions for future work in few-shot and many-shot meta-RL in Section 6.1 and 6.2 respectively. Following this, we discuss how to utilize offline data in Section 6.3 in order to eliminate the need for expensive online data collection during adaptation and meta-training. Finally, we take a critical stance and evaluate some potential limitations of meta-RL research.

6.1 Few-Shot Meta-RL: Generalization to Broader Task Distributions

As discussed in Section 3, few-shot meta-RL methods are a promising solution to fast adaptation on new tasks. However, so far their success is mainly achieved on narrow task distributions, while
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Figure 20: Illustration of broad task distributions (left) and OOD generalization (right). There is a clear need for meta-training distributions with both more tasks and more diverse tasks. Novel methods may be needed for such distributions, including methods that fail gracefully when out of distribution.

the ultimate goal of meta-RL is to enable fast acquisition of entirely new behaviors. Consequently, future work should focus more on generalization of few-shot meta-RL methods to broader task dis tributions. A straightforward way to achieve this goal is to meta-train on a broader task distribution to learn an inductive bias that can generalize to more tasks. However, training on a broader task distribution also introduces new challenges (such as a harder exploration problem) that are beyond the scope of existing methods. For an overview of methods for generalization in RL, beyond meta RL, see Kirk et al. [142]. Moreover, even when trained on a broad task distribution, the agent may still encounter test tasks that lie outside the training distribution. Generalization to such out-of distribution (OOD) tasks is important since a meta-RL agent is likely to encounter unexpected tasks in the real world. For a summary of the task distributions in existing benchmarks, see Table 10. We discuss these two open problems, (illustrated in Figure 20), in more detail below.

Training on broader task distributions for better generalization The meta-training task distri bution plays an important role in meta-RL, as it determines *what* inductive bias we can learn from data, while the meta-RL algorithms determine *how well* we can learn this inductive bias. The task distribution should be both diverse enough so that the learned inductive bias can generalize to a wide range of new tasks, and clear enough in task structure so that there is indeed some shared knowledge we can utilize for fast adaptation.

However, existing few-shot meta-RL methods are frequently meta-trained on narrow task distribu tions, where different tasks are simply defined by varying a few parameters that specify the reward function or environment dynamics [62, 73, 241, 372]. While the structure between such tasks is clear, the narrowness of the distribution poses problems. For example, in this setting, task inference is generally trivial. Often, the agent can infer the parameters that define the task based on just a few transitions. This makes it hard to evaluate if a meta-RL method can learn systematical explo ration behaviors to infer more sophisticated task structures. In general, the inductive bias that can be learned from a narrow task distribution is highly tailored to the specific training distribution, which provides little help for faster acquisition of entirely new behaviors in a broader task domain. Indeed Zhao et al. [360] find that meta-RL methods are no better than multi-task pre-training when tested on generalization to complex visual tasks like Atari games.

Consequently, we need to design benchmarks that are diverse, in addition to having clear task struc tures. Such a benchmark would better reflect the complex task distribution in real-world problems, and promote the design of new methods that can generalize over these challenging tasks. For ex ample, some recent robotic benchmarks [133, 351] introduce a wide range of manipulation tasks in simulation with not only parametric diversity (such as moving an object to different goals), but also non-parametric diversity (such as picking an object and opening a window). Game benchmarks with procedurally generated environments provide another good testbed to evaluate meta-RL on broader task distributions [218, 49, 151, 285, 319], as novel environments with both diverse and clear task structures can be easily generated by following different game rules. For example, Alchemy [319] is a video game benchmark with the goal of transforming stones with potions into more valuable forms, which requires the agent to strategically experiment with different hypotheses for efficient exploration and task inference. As another example, the Adaptive Agent (Ada) evaluated on XLand 2.0 learns to experiment, use tools, and navigate in a 3D open-ended environment. In addition

50

Benchmark Name Citation Setting Number of Tasks XLand 2.0 (private) Team et al. [298] Game (Diverse) *>* 10~~40~~Alchemy Wang et al. [319] Game (Diverse) *>* 167*,* 424 NetHack Küttler et al. [151] Game (Diverse) *>>* 200*,* 000 Procgen Cobbe et al. [49] Game (Diverse) *>>* 200*,* 000 Sonic Nichol et al. [218] Game (Diverse) 58 discrete Meta Arcade Staley et al. [285] Game (Diverse) 24; continuous (e.g., ball size) DreamerGrader Wang et al. [319] Game (Narrow) 3,556 discrete 2D Navigation e.g., [73, 372] Game (Narrow) 25 discrete or continuous goal RLBench James et al. [133] Robotic (Diverse) 100 discrete Meta-World Yu et al. [351] Robotic (Diverse) 45 discrete; continuous (e.g., goal) MuJoCo[302] Locomotion e.g., [73, 372] Robotic (Narrow) e.g., 2 discrete or continuous goal

Table 10: Summary of existing benchmarks in meta-RL by setting and number of tasks. MuJoCo and 2D Navigation are perhaps the most common, but also the narrowest meta-training distributions. XLand, Alchemy, NetHack, and Procgen are procedurally generated and so contain many tasks. NetHack and Procgen, however, were not designed to evaluate adaptation in meta-RL, and XLand is private. Additionally, benchmarks that contain both discrete tasks and diverse behavior generally require many tasks in order to generalize to new tasks.

to these simulation benchmarks, Liu et al. [178] introduce a real-world benchmark which requires systematic exploration to discover the errors in different programs for coding feedback. Existing meta-RL methods cannot yet achieve satisfactory performance on many of these more challenging benchmarks [10, 351, 319, 188], which shows that generalization to a wider task distribution is still an open problem, and more attention should be paid to these more challenging benchmarks to push the limit of meta-RL algorithms.

Still, both new methods and new benchmarks are still needed in meta-RL. Novel methods, such as the use of curriculum learning [190, 298] and active selection of tasks in the distribution based on task descriptions [136], will likely be needed as well to address sufficiently broad distributions. Many of these benchmarks are insufficient as well, with more work needed to improve the task distribution itself. For example, some of benchmarks with the widest task distributions are private [298], or not designed to test adaptation in meta-RL [49, 151]. It is also possible that some of these benchmarks simply need to be more densely populated with tasks in order for few-shot adaptation to be learnable. For example, Meta-World [351] has benchmarks with 1, 10, or 45 discrete tasks; however, meta-learning an algorithm that can reliably adapt to unseen meta-test tasks may require tens of thousands of meta-training tasks [145]. Adapting benchmarks [29] from the related Con textual MDP literature [112] in order to remove the task identity from the state is a path forward. Procedurally generating tasks is also one promising path for benchmarks [49, 151, 319, 298]. When tasks have manually designed discrete variation, it can be difficult to determine whether meta-test tasks even have support within the meta-training distribution.

Generalization to OOD tasks In few-shot meta-RL, it is commonly assumed that the meta training and meta-test tasks are drawn from the same task distribution. However, in real-world problems, we usually do not know a priori all the situations the agent may face during deployment, and the RL agent will likely encounter test tasks that lie outside the meta-training task distribution.

One key challenge here is that we do not know to what extent the learned inductive bias is still helpful for solving the OOD tasks. For example, in the navigation task in Figure 14, the learned inductive bias is an exploration policy that traverses the edge of the semicircle to find the goal first. If we consider OOD tasks of navigation to goals on the edge of a semicircle with a larger radius, then the learned exploration policy is no longer optimal, but may still help the agent explore more efficiently than from scratch. However, if the OOD tasks are navigation to goals on a semicircle in the opposite direction, then the learned inductive bias may be actively harmful and slow down learning.

Consequently, simply using the learned inductive bias, which is commonly adopted by existing few-shot meta-RL methods, is not sufficient for OOD generalization. Instead, the agent needs to adaptively choose how to utilize or adjust the learned inductive bias according to what kinds of OOD tasks it is solving. On one hand, we want to ensure that the agent can generalize to any OOD task given enough adaptation data, even if the learned inductive bias is misspecified. In principle,
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PPG methods can satisfy this requirement while black-box methods cannot, echoing our discus sion on the trade-off between generalization and specialization of few-shot meta-RL methods in Section 3.1. However, in practice, if the meta-testing task distribution is sufficiently dissimilar to the meta-training task distribution, then any sort of meta-learning can be catastrophic [337]. On the other hand, we want to utilize as much useful information from the learned inductive bias as possible to improve learning efficiency on OOD tasks. Although recent works investigate how to improve generalization [153, 173, 100, 337, 115, 127, 99, 323, 2] or adaptation efficiency [68, 193, 161] on OOD tasks with small distribution shifts, more work remains to be done on how to adaptively handle larger distribution shifts between training and test tasks. Ideally, OOD methods make use of their inductive bias where possible, and fail gracefully (e.g., defaulting to an engineered learning algorithm), where it is not possible.

6.2 Many-Shot Meta-RL: Optimization Issues and Standard Benchmarks

For many-shot meta-RL (see Section 4), outer-loop optimization poses significant problems, some of which remain open. Moreover, there is a lack of standard benchmarks to compare different many shot meta-RL methods, an important gap to fill for future work.

Optimization issues in many-shot meta-RL In many-shot meta-RL, the inner-loop updates the policy many times, which leads to a challenging optimization problem in the outer-loop due to not smooth objective surfaces [195] and high computation cost. To deal with these challenges in practice, most methods use the performance after relatively few inner-loop updates compared to the full inner-loop optimization trajectory as a surrogate objective. Updating the inner-loop after only a fraction of the lifetime leads to bias in the gradient estimation, which can be detrimental to meta learning performance [334]. How to tackle this optimization issue remains an open problem. One approach is to use gradient-free optimization methods such as evolution strategies [244] as was done by Kirsch et al. [143], but its sample complexity is much worse than gradient-based optimization in settings where those are applicable.

Truncated optimization in many-shot single-task meta-RL Even if optimizing over long life times was possible in the multi-task setting, in the single-task setting we still need to update the inner-loop before learning has finished in order for it to be useful. One approach to improve trun cated optimization on a single task is the bootstrapped surrogate objective [78], which approximates an update for a longer truncation length with a bootstrapping objective on a shorter truncation length. However, this also introduces a biased meta-gradient estimation. Another solution computes meta gradients with different numbers of updates in the inner-loop and then computes a weighted average, similar to TD(*λ*) [32]. Additionally, there are still more sources of bias in this setting, such as bias from the reuse of critics between the inner- and outer-loops [33]. More research is required to choose the optimal bias-variance trade-off for meta-gradient estimators under the single-task setting.

Non-stationary optimization in many-shot single-task meta-RL Another central challenge in many-shot single-task meta-RL is the non-stationarity of the inner-loop. In multi-task meta-RL, the inner-loop revisits the same tasks multiple times, allowing the meta-learner to fit to the stationary training task distribution. In the single-task case, however, the agent parameters keep changing, making the meta-learning problem non-stationary. Learning in a non-stationary problem is an open area of research extending beyond online meta-RL.

Benchmarks for many-shot meta-RL Many-shot meta-RL methods are mainly evaluated on a wide range of commonly used RL tasks, such as Atari [28], classic control [35] and continuous control [61], to show that the learned RL algorithms have good generalization. However, some papers test generalization across different domains while others evaluate within a single domain, and there are no unified criteria on how to split the training and test tasks on the chosen domain(s). In the single-task setting, a benchmark for hyperparameters tuning in RL has been proposed, but focuses on a fixed and small number of discrete meta-parameters [271]. In the multi-task setting, to better evaluate generalization of the learned algorithms, it could be helpful to design and adopt benchmarks that choose the meta-train and meta-test tasks based on some unified standard. In this direction, a useful benchmark may even provide multiple groups of train and test tasks in order to gradually increase the difficulty and degree of transfer required, where ideally the degree of transfer is quantifiable by some measure of similarity across the MDPs [11]. Moreover, the ultimate goal of many-shot meta-RL is to design general-purpose RL algorithms that can work well on any reasonable MDP. However, the exact task structure in such a distribution over all “reasonable” MDPs
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Figure 21: The four different settings using online or offline data. Using an online outer-loop and online inner-loop is the standard setting. Using an offline outer-loop with offline inner-loop allows for safe meta-learning and safe-adaptation by forgoing all exploration, but places additional de mands on the data provided. Using an offline outer-loop with an online inner-loop allows for safe meta-learning of exploration behavior, but introduces difficulties such as extensive distribution shift. Using an online outer-loop with offline inner-loop allows for meta-learning offline RL algorithms without distribution shift, but still requires online samples during meta-learning.

is still unclear and needs clarification, as some structure must be shared across these MDPs to allow for meta-learning in the first place.

6.3 Utilizing Offline Data in Meta-RL

So far the majority of research in meta-RL focuses on the setting of using online data for both the outer-loop and the inner-loop. However, when offline data is available, utilizing it properly is an effective way to reduce the need for expensive online data collection during both meta-training (the outer-loop) and adaptation (the inner-loop). Depending on which kind of data is available for the outer-loop and inner-loop respectively, we have four different settings, depicted in Figure 21. Apart from fully online meta-RL, the remaining three settings are still underexplored, and we discuss them below.

Offline outer-loop and offline inner-loop Under this setting, the agent can only adapt with of fline data, and learn to optimize its adaptation strategy also with offline data in the outer-loop [157, 202, 167, 203, 170, 354]. This is particularly suitable for scenarios where online exploration and data collection is costly and even dangerous, while offline logs of historical behaviors are abundant, such as in robotics and industrial control [162]. However, the offline setting also introduces new challenges. First, as in standard offline RL, *R*(*τ* ) must be estimated solely from offline data, creat ing issues such as the overestimation of returns [85, 162]. Second, and unique to meta-RL, instead of doing online exploration to collect *D*:*K* for adaptation, we can only adapt with whatever offline data is provided on each task. Consequently, the adaptation performance critically depends on how informative the offline data is about the task. Existing works mainly investigate this offline setting on simple task distributions where task identity can be easily inferred from a few randomly sam pled transitions in the offline data. However, how to adapt with offline data on more complicated task distributions (such as those discussed in Section 6.1), and how different offline data collection schemes may influence the performance of offline adaptation, remain open questions.

Offline outer-loop and online inner-loop In this setting, the agent learns to adapt with *online* data, by meta-training on purely *offline* data [59, 96, 233]. Compared to the fully offline setting, this setting is more suitable for the scenarios where few-shot online adaptation is allowed during deployment. Online adaptation tackles the aforementioned problem of limited exploration when adapting with only offline data, but it also introduces a new challenge: how can we learn a systematic exploration policy from offline data collected by some unknown policies? Usually, the desired behaviors of the exploration policy are not covered in the offline data, which is generally collected in a task-specific way. This creates a distribution shift between the exploration policy we want to learn and the offline data we can learn from. This shift can be especially problematic if the offline data was collected only with an expert that has access to the ground-truth task [236]. In particular, it can introduce a problem of ambiguity in the identity of the MDP [59]. To tackle these challenges, existing works make additional assumptions on the data collection scheme, which strictly speaking,
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violate the offline meta-training setting and thus limit their application. For example, Pong et al. [233] allow for some online meta-training, but only with unsupervised interaction, and they learn a reward function to generate supervision for this unsupervised online interaction. Additionally, Rafailov et al. [236] make assumptions about the reward that enable easy reward relabeling when swapping offline trajectories between tasks. How to relax offline assumptions to make this setting more applicable remains an open problem.

Online outer-loop and offline inner-loop Under this setting, the agent can only adapt with offline data. However, online data is available in the outer-loop to help the agent learn what is a good offline adaptation strategy, which may be easier to learn than in an offline outer-loop setting. In other words, the agent is learning to do offline RL via online RL. This setting is appealing for two reasons: (1) It maintains the benefits of using solely offline data for adaptation, while being easier to meta-train than the fully offline setting. (2) It is difficult to design good offline RL algorithms [162], and meta-RL provides a promising approach to automating this process. A couple of existing methods do combine an offline inner-loop with an online outer-loop [52, 234]. However, these approaches both allow for additional online adaptation after the offline adaptation in the inner-loop, and the offline data either contains only observations [52], or conditions on additional expert actions [234]. One method uses permutation-invariant memory to enable an off-policy inner-loop, but only evaluates with data collected from prior policies [127]. Consequently, offline RL via online RL remains an interesting setting for future work with the potential for designing more effective offline RL algorithms by meta-learning in both the few-shot and many-shot settings.

6.4 Limitations

So far we have presented a positive case for the use and development of meta-RL. While meta-RL can confer many advantages, as a tool for solving problems, it also presents several trade-offs. At this point, we take a step back to discuss four limitations of meta-RL from a more critical perspective.

While meta-RL can enable sample-efficient learning at deployment, it does so at the expense of increased sample complexity during meta-training. For this reason, meta-RL is only applicable when upfront data collection is relatively cheap, or adaption during deployment is prohibitively expensive. For example, the trade-off presented by meta-learning makes sense when a simulator is available for meta-training, or when adaptation needs to be efficient and frequent after meta-training. While this limitation is restrictive, it is not significantly more restrictive than the standard use case for reinforcement learning.

Meta-RL additionally presents a trade-off between transferability and interpretability on one hand and sample efficiency and engineering burden on the other. While meta-RL methods may enable adaptation that is more sample-efficient than a manually engineered alternative, the insights pro duced by such systems may be less interpretable and transferable to novel problems. For example, in the many-shot setting, it may be possible to meta-learn a general-purpose RL algorithm that is bet ter than state-of-the-art algorithms, but even so, the exact mechanisms improving performance may be unclear. Consider meta-learning an objective function that is parameterized as a black-box. The meta-learned objective function may have a simple and interpretable form, but extricating this form from the weights and biases of a neural network is difficult. Meta-RL replaces engineering effort and domain expertise with computation, and in doing so, trades-off interpretability for performance.

In the few-shot setting (Section 3), it is common to adapt to tasks using gradient updates in the inner loop. However, whether meta-learning to account for this procedure is worthwhile can depend on the particular task distribution. For example, when there is a limited number of tasks or limited amount of data in the inner-loop, it may even be preferable to have MAML perform no task adaptation during meta-training and only fine-tune at meta-test time [88]. Additionally, if the task distribution never requires different actions for the same state in different tasks, e.g., because the state-space does not overlap, then adaptation may not be needed and multi-task training may be sufficient. In such a setting, even if more adaptation is useful for generalization, meta-RL may confer little to no advantage compared to fine-tuning [188]. Moreover, even if adaptation to each task is needed, and sufficient data is provided, as is typically assumed, meta-RL can actually confer a disadvantage. Specifically, test-time adaptation can decrease performance on some tasks in practice [55], and training from scratch can yield higher returns [337]. (Similar observations have been made in the meta-supervised setting as well [304].) In fact, if the meta-testing task distribution is sufficiently dissimilar to the meta-training task distribution, then any sort of meta-learning can be catastrophic, since the agent learns incorrect inductive biases [337].
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Finally, while the meta-RL literature develops many specialized methods, the problem setting may not require such methods. Consider that the meta-RL problem can be considered a particular type of POMDP, as discussed in Section 3.5. Given this, it is reasonable to question whether special ized methods are needed for meta-RL at all. In the zero-shot setting, recent work has suggested that many complex and specialized methods may be unnecessary. For example, some task-inference methods can be nearly matched by well-tuned end-to-end recurrent networks [216]; complicated task-inference parameterizations and supervision can be outperformed by hypernetworks trained end-to-end [22]; some task inference methods [126, 83] can be seen as applications of more general POMDP methods for inferring a hidden state [105, 205]; and complicated task-inference reward bonuses for exploration may be just as effectively replaced by more general exploration methods for POMDPs [347] applied to the meta-RL problem setting [369]. Even for complicated task dis tributions, methods designed for MDPs and more general POMDPs, such as curriculum learning, distillation, and transformer architectures, can be sufficient to enable meta-learning [298]. Still, even if specialized methods are not strictly necessary, such methods can enable more efficient meta learning. Moreover, whether meta-learning methods are developed explicitly or not, meta-learning will at the very least be an emergent phenomenon of any capable and general agent. For this reason, insights from meta-RL should assist practitioners in developing and reasoning about such systems.

7 Conclusion

In this article, we presented a survey of meta-RL research focused on two major categories of algo rithms as well as applications. We found the majority of research focused on the few-shot multi-task setting, where the objective is to learn an RL algorithm that adapts to new tasks from a known task distribution rapidly using as few samples as possible. We discussed the strengths and weaknesses of the few-shot algorithms, which generally fall in the categories of parameterized policy gradient, black box, and task inference methods. A central topic in using these methods is how to explore the environment to collect that data. We identified the different exploration strategies in the liter ature and discussed when each of them are applicable. Besides meta-RL in the few-shot setting, a rising topic in meta-RL looks at algorithms in the many-shot setting, where two distinct prob lems are considered: the generalization to broader task distributions and faster learning on a single task. We found the methods for these two seemingly opposite problems to be surprisingly similar, as they are often based on augmenting standard RL algorithms with learned components. We pre sented promising applications of meta-RL, especially those in robotics, where meta-RL is starting to enable significant sample efficiency gains in e.g., sim-to-real transfer. The sample efficiency of RL algorithms is a major blocker in learning controllers for real-world applications. Therefore, if meta-RL delivers on the promise of sample efficient adaptation, it would enable a wide variety of applications. In order to push meta-RL further and enable new applications, we found that broader and more diverse task distributions need to be developed for training and testing the meta-RL algo rithms. With promising applications in sight and a range of open problems awaiting solutions, we expect meta-RL research to continue to actively grow.
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