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Preface

Why is quantum field theory of condensed matter physics necessary?

Condensed matter physics deals with a wide variety of topics, ranging from gas to liquids and solids, as well as plasma, where owing to the interplay between the motions of a tremendous number of electrons and nuclei, rich varieties of physical phenomena occur. Quantum field theory is the most appropriate “language”, to describe systems with such a large number of degrees of freedom, and therefore its importance for condensed matter physics is obvious. Indeed, up to now, quantum field theory has been succesfully applied to many different topics in condensed matter physics. Recently, quantum field theory has become more and more important in research on the electronic properties of condensed systems, which is the main topic of the present volume.

Up to now, the motion of electrons in solids has been successfully described by focusing on one electron and replacing the Coulomb interaction of all the other electrons by a mean field potential. This method is called mean field theory, which made important contributions to the explanation of the electronic structure in solids, and led to the classification of insulators, semiconductors and metals in terms of the band theory. It might be said that also the present achievements in the field of semiconductor technology rely on these foundations.

In the mean field approximation, effects that arise due to the correlation of the motions of many particles, cannot be described. It has been treated in a perturbative way under the assumption that its effect is small. However, recently, many systems that cannot be described in this standard way have been discovered, and it became clear that a new world opened its doors. Connected to these new aspects of condensed matter physics, the most fundamental problem of quantum theory the duality between the particle picture and the wave picture - appeared in a very striking way. This particle-wave duality appears in the framework of many-particle quantum field theory as a canonical conjugate relation between the particle number and the quantum mechanical phase.

From this point of view, in systems where the strong repulsive force between the particles fixes the particle number, as is the case, for example, for the Mott insulator and the Wigner crystal, the charge density and the spin
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density waves are stabilized and the system shows its particle-like face. On the other hand, when the motions of the particles lead to coherence of the quantum mechanical phase, as is the case in superconductors and superfluids, the phase is fixed and becomes visible, and the system shows its wave-like face. The competition between both appears in low-diinensional systems and mesoscopic systems in a very clear manner. Problems like the quantum Hall effect, high-temperature superconductors, organic conductors, metal-insulator transition, superconductor-insulator transition, can all be grasped from this point of view.

The new problems that arise due to this competition are given in the following three points.

1. Quantum phase transition or quantum critical phenomena - In contrast to the phase transition at finite temperature due to the competition between energy and entropy, these are phase transitions that occur at the absolute zero temperature or low temperature due to quantum fluctuations.
2. Novel ground states and low-energy excitations ■ New types of quantum states have been discovered, such as non-fermi liquids in relation to high-temperature superconductors, and incompressible quantum liquids in relation to the quantum Hall system. Their elementary excitations, the spinon and the holon, are anyons obeying fractional statistics.
3. The quantal phase and its topological properties - The topological aspects of the quantal phase, including the topological defects, show up in the physical properties of solids. Especially, when due to some kind of constraint a gauge field is introduced, phenomena that are also discussed in quantum chromodynarnics reappear with some modifications in condensed matter physics.

The present book has been written for graduate students and researchers who are not necessarily specialists in quantum field theory. Starting with a short review of quantum mechanics, the framework of quantum field theory is introduced and applied to problems that are uppermost in the present research in condensed matter physics.

In Chap. 1, most basic principles are reviewed. Topics that are not only important in single-particle quantum mechanics but also in quantum field theory are recalled, namely, canonical conjugate relation, symmetry and the conservation law, and the variation principle. This analogy between singleparticle quantum mechanics and quantum field theory can be efficiently applied when quantization is performed using path integral methods, as presented in Chap. 2. The coordinate and momentum in the single-particle problem correspond in the many-particle system to the phase and the amplitude of the quantum field. A similar analogy can be applied for the gauge field and the spin system. In Chap. 3, phase transitions are discussed, being characteristic of field theories, because they cannot occur in systems with only a small number of degrees of freedom. This topic is one fundamental concept of modern condensed matter physics and is developed further to systems where it is
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difficult to define an order parameter. As examples, the Kosterlitz-Thouless transition, being a topological phase transition that will reappear later on in a different context, and the problem of colour-confinement in gauge theory, are discussed.

After these preliminaries, starting from Chap. 4, explicit applications of quantum field theory to condensed matter physics are discussed. The content of Chap. 4 is a warming up, where representative examples of a fermionic system and a bosonic system are presented, namely the classical RPA theory of an electron gas and the Bogoliubov theory of superfluidity. It is demonstrated that the method of path integrals provides the clearest formulation of the problems. In Chap. 5, many different problems related to superconductors are discussed. Problems that have so far been treated independently, namely the renormalization of the Coulomb interaction, collective modes and gauge invariance in BCS theory, are discussed in a unified approach. In the second part of Chap. 5, the Josephson junction and the two-dimensional superconductor are discussed, being an issue of current interest. In Chap.6, the new quantum state of the (fractional) quantum Hall liquid is discussed within the framework of the Chern Simons gauge field.

Of course, it is not possible to discuss all the applications of quantum field theory here; therefore, our intention is to reveal their common structure and ideas that provide the tools necessary for further studies.

I owe special thanks to my supervisors and colleagues, especially E. Hana- mura, Y. Toyazawa, P. A. Lee, H. Fukuyama, S. Tanaka, M. Iinada, K. Ueda, S. Uchida, Y. Tokura, N. Kawakami, A. Furusaki, T. K. Ng, and Y. Ku- ramoto.

*Naoto Nagaosa*

Tokyo, January 1999
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1. Review of Quantum Mechanics and Basic Principles of Field Theory

The content of this chapter is nothing but a review of the most basic principles. Starting with the quantum mechanics of a single-particle system, then the canonical conjugate relations, the relation between symmetries and conservation laws, the description of multi-particles systems using field theory, finally gauge invariance and the gauge field will be introduced, all being fundamental concepts that built the basis for the whole following discussion. The reader should reconfirm the universality of the quantum mechanical description and get a taste of the efficiency of an analogy.

* 1. Single-Particle Quantum Mechanics

We start by recalling some facts about single-particle quantum mechanics. All points that will be mentioned here will again become important when proceeding to quantum field theory.

The equation of motion of the single-particle system is given by the Schrodinger equation:

.h*dip{r t)* = Hip{r,t) = at

*rp(r, t)*

is the so-called wave function, depending on the space coordinates r and the time t. H is the so-called Hamiltonian operator, creating a new wave function Hip(r,t) by acting on the wave function rp(r,t). In what follows, operators are assigned by a hat, except for obvious cases where this notation will be omitted, p and f are three-component vector operators that represent the momentum and space coordinate of the particle, respectively, p2/2m is the kinetic energy, V(f) the potential energy, and its sum is the total energy of the particle, called the Hamiltonian operator H. Equation (1.1.1) signifies that the time development of the wave function is determined by the Hamiltonian operator H. By defining the exponential exp (A) of an operator

by
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its solution can be written as

2

ip(r,t) = exp ip(r,0) . (1.1.3)

In quantum mechanics, the wave function is interpreted in terms of probability. The square of the absolute value of the wave function

P(r,t) = \-ip(r,t)\2 (1.1.4)

is interpreted as the probability of detecting the particle at time t at the coordinate r. Therefore, because the sum (integral) of the probability over the whole space is 1. we obtain the normalization condition of the wave function:

J d3r P(r,t) = J d3r |r/>(r, t)|2 = 1 . (1.1.5)

We will now explain the matrix formulation of quantum mechanics. We interpret the function f(r) as a vector in the Hilbert space (the vector space of functions) and write |/) for the state that the function represents. Doing so, the operator A acting on the vectors in this space generates a new vector, which is a linear transformation. Therefore, it corresponds to a matrix. Furthermore, to every vector |/), there exists the conjugate vector (/|, being specified as the so-called ket- and bra-vector, respectively. Thinking in components, the bra-vector (/| can be regarded as the transposed and complex conjugate of the ket-vector |/). The inner product (g | f) in this vector space is defined by

(9\f) = *J* d3rg\*(r)f(r) = (f\g)\* . (1.1.6)

The matrix element (g\A\f) of the operator (the matrix) A is given by

(d\A\f) = (g\Af) = *J* d3r g\*(r)Af(r) . (1.1.7)

In order to give a more concrete picture of the considerations made so far, we introduce now an orthonormal basis |i),i = 1,2,3..., of the Hilbert space. (We wrote i = 1,2,3.. however, the basis is not necessarily a countable set. In general, when the volume of the system is infinite, the set of basis vectors is uncountable. In these cases, the sum JT over the set labelled by i must be replaced by an integral.) Because the basis is orthonormal, the orthonormality condition

(1.1.8)

(i\j) = Ki

and the completeness condition
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l>X\*l = i (1.1.9)

**3**

i

hold. Here, the so-called Kronecker delta 6zj is defined to equal 1 when i = j, and to be zero otherwise. 1 is the identity matrix; in other words, the identity operator. In this basis, the vector |/) can be represented by its components:

i/> = Eii>w>’ (/i = £</km • (i.i-io)

i i

Furthermore, the component representation of A\f) is given by

Mf) = (£i\*xii)^£ij>oi)i/>

= Y^\i)mj)m (1-in)

and (1.1.7) can be written as

(ff|i|/) = ^|i)(i|i|j){i|/) . (1.1.12)

hj

We define the Hermitian conjugate A\* of A by requiring that

(g\A\f) = (Alg\f) (1.1.13)

holds for every |/) and |</). Comparing the inner product of the conjugate of

\Alg} = '£\j){j\Ai\i)(i\g) (1.1.14)

with |/) and

(tig\f) = (1-1.15)

(M

with (1.1.13), we obtain

(j\A'\i) = (i\A\j)\* . (1.1.16)

This is nothing but the usual definition of the Hermitian conjugation of a matrix. In the case that A and At are equal A = A^, A is called a Hermitian operator. In quantum mechanics, all physical quantities are represented in terms of Hermitian operators.

We now introduce the eigenvalue a and the eigenstate |u) of the Hermitian operator A:

(1.1.17)

.4|a) = a|o) .
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By taking the inner product with |a)

**4**

(a|j4|a) = a(a|a) (1.1.18)

we can deduce that at the left-hand side due to hermiticity

(a|j4|a) = (j^tolo) = (j4o|a) = a\* (a\a) (1.1.19)

holds, and obtain a = a\*. Therefore, we conclude that the eigenvalue a is real. Furthermore, for a =/=- a! with

(a'|i = o'(o'| (1.1.20)

from (1.1.19) we can deduce that

(a'|j4|a) = a(a'|a) = a'(a'|a) (1.1.21)

and conclude that (o' | a) = 0. This signifies that the eigenstates of a Hermi- tian operator with different eigenvalues are orthogonal to each other. Therefore, by a suitable normalization it is possible to build an orthonormal basis using the eigenstates of an Hermitian operator by orthogonalizing in eigenspaces belonging to the same eigenvalue.

Naturally, the space coordinate r is a Hermitian operator. Every component, fa of f acts on f(r)

raf(r) = raf(r) (1.1.22)

creating a new function. Notice that on the right-hand side, rQ is no longer an operator, but the a-component of the function r. The generalization of (1.1.22) is

V(f)f(r) = V(r)f(r) (1.1.23)

with V(r) being the potential energy of equation (1.1.1). With (1.1.22) we write

{g\ra\f) = Jd3rg\*{r)raf(r) = J d 3r g\*(r)raf(r) = J d3r [rag{r)\\* f(r)

= Jd3r [rag(r)]\*f{r) = (fag\f) . (1.1.24)

It should be clear from these equations that ra is Hermitian.

We introduce now the state |r) being the eigenstate with eigenvalue r of the operator r:

(1.1.25)

f|r) = r|r)

Because (r' | r) = 0 for r ^ r',

(1.1.26)

{r'\r) = <5(r — r') ,
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with an appropriate choice of the normalization. Here we have introduced the so-called delta function S(r — r'), defined to be zero for r ^ r', and infinite at r = r', and to give the value 1 when integrated over r - r' in a region containing the origin. Furthermore, |r) and (r| fulfil the completeness relation

J d3r\r)(r\ = i . (1.1.27)

The reader not familiar with the delta function is referred to the Appendices A and B. As mentioned there, we can introduce a vector space on a discrete lattice. The components of a vector in this space are defined by the values of a function on the discrete lattice points. This vector space approaches the Hilbert space when the number of lattice points Nj\_ becomes infinite, that is, when the lattice spacing Ax becomes zero. In this case, the sum (Ax)3 ^lattice points i approaches the three-dimensional integral appearing in (1.1.6). As a basis of the Ari\_-dimensional vector space, we define states that are zero at all lattice points except for the coordinate 7%, where the value is definded to be \/(Ax)3/2. Then we have

/r.|T.,\ = V Sr„rk brk,Tj

Wl 31 Z-f (Ax)3/2 (Ax)3/2 (Ax)3

and, furthermore,

= i .

i

In the limit as Ax —> 0, these equations approach the equations of the inner product and the completeness relation of the basis r mentioned above.

Now, owing to the completeness relation of the basis r, we can write the inner product (1.1.6) as

(g\f) = Jd3r(g\r)(r\f) (1.1.28)

and obtain

f(r) = (r|/) ,

(1.1.29)

9\*(r) = (g\r) .

From this point of view, the wave function xp(r,t) is nothing but the r- component of the state vector \ip(t)) of the Hilbert space written in the basis |r).

Now, what about the momentum operator p ? Here, we meet the very first example of the most fundamental relation in quantum mechanics, namely the canonical conjugation relation. A plane wave with wave number vector k can

be expressed as lA'fc(r) = (2nh) :!-/2 elfcr. Writing the plane wave as a function of r. and using

„ *h d*

P = “7T 1 or

(1.1.30)

we obtain

*pipk(r)* = *hktpk(r) = pVk{r)* (1.1.31)

and therefore the relation p = hk. We now define the following combination of f and p:

*[ra,Pi*5] = *rap,i — ppr a*

(1.1.32)

This is the so-called commutator of rQ and p„, which is also an operator. Acting with this commutator on an arbitrary function f(r), we obtain

*h d h d*

*dr*

*’0*

i *drfi*

*f(r)*

Hra

**Mrl \_ A(r /(r))\**

*dr0 dr0[ aH ]))*

*\h6a,0f(r)*

and therefore the identity

= iMa>|3 . (1.1.33)

This is the so-called commutation relation. It follows from (1.1.33) for a = 0 that [f'cnPa] = This means that ra and pa are canonical conjugates of each other. This commutation relation, as well as (1.1.30), is the starting point for many very fundamental and wide conceptual developments that will be discussed in what follows. However, we first discuss some aspects of the eigenstates of p. We can interpret (1.1.31) as

p|p = p|p) , (1.1.34)

1

<r|p)=^W=(2^^u,

exp y-p • r

|p) also spans a basis; orthogonality can be shown with

(1.1.35)

<P'\P) = J d3r (p'|r)(r|p)

**/**

d3r

exp

-(-p'+p)-r

*(2nh)3*

and, in the same manner, the completeness relation

= *f>(P - P')*

(1.1.36)

J d3p|p)(p| = i

(1.1.37)
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by acting on it with (r'| and |r) on the left- and right-hand sides: /d3p (T»(p|r) = J exp -p-(r' - i

**7**

(1.1.38)

= 6(r - r') = (r'|r) .

Equations (1.1.26), (1.1.27), (1.1.36) and (1.1.37) are the basic relations of the Fourier analysis, because

f(r) = <r|/) = |d3p(r|p)(p|/) = je\*-r'h{p\f) (1,1.39)

is the Fourier representation of f(r) in terms of (p j /) = F(p), and the inversion of this Fourier transformation can be written as

F{p) = {p\f) = Jd3r {p\r){r\f} = j. (1.1.40)

We conclude that the Fourier transformation is the basis transformation that links the two basis sets (coordinate sets) |r) and |p) in the Hilbert space. (Explanations about the Fourier transformation can be found in Appendix A.)

We now return to the commutation relation and discuss its meaning in more detail. First, Heisenberg’s uncertainty principle can be deduced from (1.1.33). We consider now the expectation values fQ = (ip\ra\ip) and pa = (ip\pa\tp) of ra and pa in the state |ip). As mentioned earlier, the interpretation of quantum mechanics is only possible in terms of probabilities, and the observed values of pa and fa should follow a probability distribution around each expectation value. The width of this distribution can in some way be understood as the uncertainty, and in order to make it precise, we define the so-called variation in the following manner:

({Ara)2) = ((fQ - (fa))2) = (f2) - (fQ)2 ,

({Apa)2} = ((Pa - (Pa))2} = (Pa) ~ {Paf -

We now introduce the Schwarz inequality. With A being an arbitrary complex parameter

{\Ara + \Apa\2) = {{Afa)2) + \\*(AraApa) + A (ApnAra)

+ \X\2((Apa)2) , (1.1.42)

we can deduce the Schwarz inequality from the fact that this expression must be positive, therefore

((Afa)2)((Apa)2) Z \(AfaApa)\2 . (1.1.43)

We make the following decomposition:
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AraApn = ]^{Afa,Apa} + ^\Ara,Apa} , (1.1.44)

where {A, B) = AB + BA is the so-called anti-commutator. Recalling that both Ara and Apa are Hermitian, it follows that the Hermitian conjugate of the first term on the right-hand side of the above equation is

{Ara,Apa}i = {Ara,Apa} . (1.1.45)

Therefore, its expectation value is real. On the other hand, the second term equals

^Pa\ — ^TaiPa\ — 2 (1.1.46)

and is therefore complex. Finally, we obtain

\{AfaApa)\2 = \{{Ara,Apa})2 + - ^ j (1.1.47)

and, in combination with (1.1.43),

((Araf)((Apa)2} Z \ . (1.1.48)

This is Heisenberg’s uncertainty principle. Normally, we forget about the numerical factor and just write

AfaApa > h . (1.1.49)

No state exists that is an eigenstate of both ra and pa, which means that it is impossible to determine ra and pa simultaneously, and the product of the uncertainty must be larger than a number of the order of the Planck constant.

We can deduce the following physical picture from the uncertainty principle. As can be seen in (1.1.1), the Hamiltonian is the sum of the kinetic energy p2/2m and the potential energy V(r). In classical mechanics, because it is possible to determine p and r simultaneously, the ground state is given by p = 0 and r = ra (being the minimum of V(r)). In quantum mechanics, it follows from (1.1.49) that if we require p = 0, then r is totally undetermined, and the gain of the potential energy is lost; on the other hand, if we require r = ro, then p is totally undetermined, and the kinetic term becomes large.

Therefore, owing to the uncertainty principle, ra and pa have a strained relationship with each other. Let us make this more concrete. We start by considering the one-dimensional harmonic oscillator with Hamiltonian

* 1. Single-Particle Quantum Mechanics

Writing Ax for the width of the ground state |0) in coordinate space, and Ap in momentum space, we can estimate the expectation value of the Hamiltonian or, in other words, the energy, by

**9**

E = <0|tf|0> ~ + l-mw\Axf . (1.1.51)

We now insert the equation Ap oc h/Ax, obtained from the uncertainty relation:

*h2*

2*m(Ax)2*

imu;2(Z\x)2

(1.1.52)

This is only a function of Ax. Calculating the minimum by dE/d(Ax) = 0, we obtain

***Axq* ~**

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFIAAAA0AQAAAAAx+lJxAAAACXBIWXMAABcSAAAXEgFnn9JSAAAA/UlEQVQokaXSvU7DMBAH8OsTsDIgOvAEZQqTB3ZegxWUAZhOSCydAuIBeJSOWSJ4hA4ZsrZiwJGu9+d8iZsyMNWD72db/tCdCbkVoFERl5wtehsmP5hXph1E1MxYQ5KZlFFBWURAAjOC9H2gHpgBc3nauG3+I5bmb+A9DS1SCzwDX+4OOANqWKTa3aW7kwugdVd/rFeMbfYiTL7L83PoI/ZO7dDxeEci6yaHY87c/OPhzScHruT6XMPoeHozuWgQhvzUumi6ve+XNWeXy08ecttK+dZYzke/zqwWyVtpXy5Sycy9/qytdm5/LYJb2HpltwfxRfLlnf+W/H/S5l8WluzgzTFawgAAAABJRU5ErkJggg==)

(1.1.53)

This is the scale that lies behind the Hamiltonian (1.1.50), which can be  
seen as the compromise point between two competing tendencies, namely the  
kinetic energy requiring Ap = 0, and the potential energy requiring Ax = 0.  
Inserting Axq in (1.1.52), it is easy to calculate the zero point energy:

*Eq* ~ fouj .

In much the same manner this calculation can also be performed for the hydrogen atom with the Hamiltonian

(1.1.54)

2m |r|

Inserting \p\ oc h/r and |r| oc r, we obtain

h2 e2

(1.1.55)

E —rr - - .

2mr2 r

Again, by calculating the minimum dE/dr = 0 we obtain

h2

(1.1.56)

r ~ r0 = ^

me/

and

E0~-Rh = . (1.1.57)

Here, ro is the so-called Bohr radius, and Rh is the Rydberg energy. We could argue that the electron of the hydrogen atom does not fall into the nucleus and that the atom does not collapse owing to the uncertainty principle.
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Another important aspect that is related to the canonical conjugation relation are symmetry operations. We start with the Taylor expansion:

/(r + a) = /(r) + (a • A) /(r) + 1 («■ J-) /M

+s(°'s:)>/(’')+"' ■ (1'1'58)

Using the definition (1.1.2) of the exponential of an operator, we can write this as

/(r + a) = ea'&f(r) = U(a)f(r) (1.1.59)

where U(a) acts like a translation operator about a and, using (1.1.30), can be written as

17(a) =e^°-P . (1.1.60)

It follows that [17(a)]t = U(—a) = [7(a)]-1, and therefore 17(a) is a unitary operator. An operator written in the exponential, as is the case here for p, which induces a symmetry operation, is called a generator.

In (1.1.59) we considered a linear operation on the function f(r). Next, we consider a linear transformation on the operator V(r). We start by writing down the conclusion:

V(f + a) = U(a)V(f)[U(a)}^ = U(a)V(r)U(-a) . (1.1.61)

The meaning of this equation becomes evident by acting on a function f(r)

[U(a)V(f)U(—a)]/(r) = [U(a)V(r)}f(r - a)

= U(a)[V(r)f(r — a)] = V(r + a)f(r) = V(r + a)f(r) . (1.1.62)

Since f(r) is arbitrary, we obtain (1.1.61). Furthermore, because the operator 17(a) depends only on p.

U(a)pU(—a) = p (1.1.63)

can be proved easily. Therefore, the kinetic energy is invariant:

U(a)^ma}r = £. . (U.64)

Let us suppose that the system is invariant under translation. In our case, this means that the potential is independent of the position, V(f + a) = V(r). Then, we can write

U{a)H[U{a)}-1 = H . (1.1.65)

Since a is an arbitrary real vector, we can choose it infinitesimally small and

write the power series

1. Single-Particle Quantum Mechanics

U(±a) ~ i± ^a-p . (1.1.66)
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Then we obtain from (1.1.65)

(1.1.67)

Because a is an arbitrary infinitesimal vector, we can conclude

[p«,A] = 0. (1-1-68)

Conversely, it is possible to deduce (1.1.65) from (1.1.68). In order to do so, let A be an arbitrary real parameter, then we define

H(A) = U(Xa)HU(—Xa) . (1.1.69)

Differentiating with respect to A, with

= ±7:a-pU(±Xa) = ±—U(±Xa)a-p (1.1.70)

aX h n

we obtain

= Lu{Xa)[a.p,H]U(-Xa) . (1.1.71)

Owing to (1.1.68), the right-hand side is zero, therefore H(A) does not depend on A, and we regain (1.1.65) from if(l) = H(0).

In this way, the symmetry of a system can be interpreted as the fact that the generator of the symmetry operation commutes with the Hamiltonian. And indeed, the commutator with the Hamiltonian has the important meaning of the time development of the physical quantity.

To be complete, we will now review the Heisenberg picture. Equation (1.1.3) describes the time evolution of the wave function -0. This is the so- called Schrodinger picture. On the other hand, the formal description where the wave function is time independent, and the operators change in time, is called the Heisenberg picture. Explicitly, using (1.1.3), from

{ip(t)\A\ip(t)} = (0>(O)| exp **A** exp 1^(0))

= (0(O)|iH(i)|0(O)) (1.1.72)

we obtain the following definition:

(1.1.73)

Aa{t) = exp

*Ht*

A exp ( ~~^Ht

We obtain the Heisenberg equation of motion as

Of course, the time evolution of the Hamiltonian itself is given by
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(1.1.74)

Hn(t) = H

(1.1.75)

and is therefore time independent. This is nothing but the energy conservation law in quantum mechanics.

Returning to the discussion of symmetry, we obtain from (1.1.68)

d *pa(t)* d t

(1.1.76)

We see that pa does not change in time and therfore is a conserved quantity. The symmetry operation in the r coordinate is written in terms of the canonical conjugate p as a symmetry generator, and this symmetry leads to a conservation law for p. When we proceed to quantum field theory, this will be seen to be related to the Noether theorem.

1. Many-Particle Quantum Mechanics:

Second Quantization

In this section, we consider the many-particle case. In this case the wave function is a function of the time t and 3/V-dimensional coordinate space (for a moment, we omit the spin dependence)

(**1**.**2**.**1**)

(ri. ..,rN\ip{t)) =ip{ru...,rN,t) .

Unlike classical mechanics, in many-particle quantum mechanics it is impossible in principle to distinguish particles of the same species. We cannot think about indistinguishable particles as rigid bodies; however, it should be possible to get an idea of it with the following metaphor.

Think about a luminous advertisement screen. By switching the lamps on and off at every point of the surface, it is possible to create a moving picture. Places that are illuminated have more energy than the other places, and therefore there should be a particle. A state with N particles at rx... tn should correspond to the state where N lights are illuminated. In this metaphor, it is clear that it is not possible to distinguish the particles. The particle appears as an illuminated lamp, and it is not possible to trace back the way of it as rigid body.

In mathematical language, this means that exchanging the order of n ... tn does not lead to a new state, but should lead to the very same

* 1. Many-Particle Quantum Mechanics: Second Quantization

state again. Explicitly, taking care also of the statistics when exchanging r\* with tv,, we obtain
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= (+1>(ri,...,ri,...,rj,...,rN) (boson) (12 2)

\ -V»(r<, rN) (fermion)

However, as the reader might have realized, we now have a little problem with the interpretation of the wave function. Of course,

P(ri, ■ ■ • ,rN-,t) = ,rN-,t)\2 (1.2.3)

is the probability of finding at time t the N particles at r i ... r \. However, the image that we have in mind in the single-particle case, namely that ip(r, t) is the complex wave amplitude at the position r in the three-dimensional physical space, is ruined because we now have to think mathematically about a 3,/V-dimensional space. The answer to the question whether in the many- particle case it is still possible to think about a wave function in the physical three-dimensional space is given by the so-called method of second quantization.

For a detailed discussion of the second quantization the reader is referred to [3], Here, we proceed in a heuristic way. Let us return to the single-particle case. We decompose the single-particle wave function ip(r, t) in an orthonormal basis 4>n(r)

= ^an(t)<j)n(r) . (1.2.4)

n

The whole time dependence is given by the expansion coefficients an(t). Inserting (1.2.4) into the Schrodinger equation, we obtain

ifi£^^^n(r) = X>„(fW„(r) (1.2.5)

n n

Multiplying by </>\* (r) and integrating over r, we obtain

(**1**.**2**.**6**)

(1.2.7)

m

The complex conjugate of this equation is given by

m

where H\* = H has been used.

These equations determine the time development of the expansion coefficients an(t). We will now modify them a little. In order to do so, we must think about the energy expectation value H in the state

1. Review of Quantum Mechanics and Basic Principles of Field Theory

(h) = mmm) = . (1.2.8)

n,m

Using this expression we can write for (1.2.6) and (1.2.7), respectively

daK(t) \_ *d(H)* dt d(iha^)

(1.2.9)

*d(iha\*n(t))* \_ 8(H)

(1.2.10)

dt dan

Here, we see that these equations are formally analogous to Hamilton’s canonical equations with the correspondences an «-> x and ilia\* <-> p. However, of course the expansion coefficients a„ and a\* are not dynamical variables of the system.

The idea of second quantization is to promote an and a\* to operators and to interpret Nn = lV|an|2 = Nana\* as physical quantities of the system. Originally, in single-particle quantum mechanics, Nn is N times the probability of detecting the particle in the state n, and therefore corresponds to the total probability of detecting the particle when the same experiment is performed N times. Then, N is the number of experiments, and therefore in principle this experiment can be performed in single-particle quantum mechanics.

On the other hand, consider a system with N non-interacting particles where only one experiment is performed, and where the number of particles in the single-particle state n is observed to be Nn. Since both experiments described above are different, Nn and Nn are different quantities - repeating number, or observed number of particles. Experience tells us that these two numbers often agree. Admitting this, the number Nn appearing in the single-particle system after performing N experiments will be promoted to the observable (physical quantity) N = A), An in the iV-particle system. At the same time,

'Z N a Tl > An ,

(**1**.**2**.**11**)

VNa\*n - Al

are promoted to operators. Taking into account also that the energy expectation value H is multiplied by N, it is clear from (1.2.9) and (1.2.10) that A„ and ihA\* are canonical conjugate variables. Therefore, we suppose that they fulfil the same commutation relation as f and p:

[At,, i/iAjj] — ih

(1.2.12)

Further generalizing (1.2.12), we obtain
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. „ „ (1.2.13)

**15**

[An, Am] = [ihA^ihAlnl = 0 .

From these commutation relations it can be understood that Aj, and An are creating and annihilating one particle in the state n, respectively. We write |Nn) for the many-particle state where Nn particles are in the single-particle state n. Then, the following equation holds:

Nn\Nn) = Nn\Nn) . (1.2.14)

Acting with Nn on the state A^|iV„), we obtain

N„Al\Nn) = ([Nn,Al}+AlNn)\Nn)

= (JVn + l)4|iV„) . (1.2.15)

Here, we used a variation of equation (1.2.13)

From (1.2.15) it follows that the particle number eigenvalue of the state AjJlVn) is given by Nn + 1, and therefore AJ, is an operator that increases the particle number by one. In the same way, it can be seen that An is an operator that decreases the particle number by one. Starting from the state |Nn = 0), we can create the states Nn = 0,1,2,... by acting on it successively with A^n. The particle picture arises because the particle number eigenvalue Nn counts discrete integer numbers.

On the other hand, what might the wave picture be? In order to understand it, we define the field operators 4>(r) and %lA{r)

j>(r) = Y, An<t>„(r) ,

n

(1.2.16)

^(r) = £ij>;(r) .

Using the commutator relation (1.2.13) and the fact that {</>„(»\*)} is an orthonormal basis of single-particle states, we obtain

[i>(r),^(r')] = 53[An,iJ„]0„(r)^(r') = 0„(r)</>;(r')

n,m **n**

= J^(r|n)(n|r') = (r|r') = S(r — r') (1.2.17)

and

[^(r),^(r')] = [i/>t(r),^t(r')] = 0 .

(1.2.18)
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n(r) = tpi(r)il>(r) is the particle density at the position r, t/d(r) is the creation operator of a particle at position r, and is the annihilation operator of a particle at position r. By promoting the wave functions tp(r) and ip\*{r) to operators 4>(r) and t/d(r), we regain the picture of wave functions in the three-dimensional physical space, and also the metaphor of the luminous advertisement screen works well. More precisely, the position coordinate f is degraded from an operator to a label r defining the position of the light, and instead operators switching the light on (i/^(r)) and off (i/>(r)) emerge. A particle is described as the excitation of a field that is created and annihilated.

We now introduce the phase operator 0n describing the interference of a

wave by

(1.2.19)

We show that by assuming the canonical conjugation relations of N and 0rl

[JVn,0n] = i/i (1.2.20)

the commutation relation (1.2.12) is obtained. In order to do so, we define Nn(X) = exp Nn exp • (1.2.21)

Then, the following equation holds:

[An, Ajj = N„(l) — N„(0)

L

dJVn(A)

dA

dA

(1.2.22)

On the other hand, owing to (1.2.20), we obtain

d N, dA

^ = £ exp [«», Nn] exp (--A<?„) = 1 (1.2.23)

and therefore (1.2.12).

Now, having introduced the particle number operator Nn and its canonical conjugate, the phase 6n, it is neccessary to stress the following. Obviously, N„ is a Hermitian operator; however, exactly speaking, 0n is not Hermitian. In order to see this, we notice that owing to (1.2.22)

exp
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(1.2.24)

holds, and for a general integer number m
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***m***

= (Nn + l)m (1-2.25)

holds. For a general function g(N) we obtain

exp^0n^ g(Nn) exp = g(Nn+ 1) . (1.2.26)

This means that U = exp(~0r,) is a linear operator acting on Nn, just like U(a) in (1.1.60). If 0n were Hermitian, then U would be a unitary operator with UHJ = f/f/t = 1. However, this identity is not true. This can be seen from (1.2.26): t/t increases N„ by one, U decreases Nn by one. Acting with U on the vacuum state with no particles |Nn = 0) we obtain U\Nn = 0) = 0. Acting on this equation with t/t we obtain of course Uw\Nn = 0) = 0. However, because of UU^\Nn = 0) = U\Nn = 1) = \Nn =0) / 0 we have just demonstrated that WU ^ UW. Therefore, we conclude that because the particle number Nn is bounded from below, 6 is not Hermitian. However, when only states with Nn 3> 1 are considered, the existence of a lower bound can be neglected, and 8 can be regarded to be Hermitian.

Next, we deduce the Hamiltonian occurring after second quantization. Continuing in a heuristic manner as above, we declare in (1.2.8) (H) to be an operator again and write

*H = Y^A\l{d>n\H1\<t>m)Am* . (1.2.27)

***n,m***

Here, Hi is the single-particle Hamiltonian, being an operator in the sense that it acts on single-particle wave functions 0\* (r) and 4>m(r). H is an operator because A\ and Am are operators; however, {4>n\H\\4>m) is a simple complex number.

Equation (1.2.27) can also be expressed in terms of the field operators 0t(r) and 0(r):

H = j d3r0f(r)Hj0(r) . (1.2.28)

The Heisenberg equation of motion of 0 is given by

*ih^^ = [i,(r,t),H} = H1i,(r,t)* . (1.2.29)

If 4>(r) were a single-particle wave function, then this equation would be the Schrodinger equation (1.1.1); however, again we mention that 4>(r) is an operator, and the above equation describes the time evolution of this operator in the Heisenberg picture, which leads to a totally different meaning.
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In the framework of second quantization, it is also possible to express the interaction between particles in terms of i){r) and i^(r). We mention only the result

^r(rrrj)-> ^ f d3rd3r' (r')v(r — rl)tp(r')ip(r) .(1.2.30)

***i<3 ^***

The Hamiltonian is then the sum of H in (1.2.28) and the right-hand side of (1.2.30), and the equation of motion of the field operator is

*ih*

*drp(r,t)*

*dt*

**/**

d*3r'$(r', t)v(i*— *r')ip(r', t)*

(1.2.31)

Comparing this expression with (1.2.29), we notice that owing to the interaction, a non-linear term emerges. Because this is not the Schrodinger equation, but the Heisenberg equation, there is no conflict with the superposition principle of quantum mechanics.

Finally, we mention the case of fermions. The whole discussion so far is valid for the case when all particles obey Bose statistics. For fermions, all the commutator relations (1.2.12), (1.2.13), (1.2.17) and (1.2.18) must be replaced by the anti-commutator relations. By doing so, the Hamiltonian (1.2.28), (1.2.30) and the equation of motion of the field (1.2.31) are valid as they stand.

In the case when the particles have a spin degree of freedom, the r coordinate must be extended to (r, a) [cr is the spin component, for example the eigenvalue Sz of the spin in the z direction). The discussion of the phase of the fermions is not that simple compared with the bosonic case. This question will be examined in Chap. 5.

**1.3 The Variation Principle and the Noether Theorem**

We return to a single-particle system. The Heisenberg equation of motion, describing the time evolution of a particle at position f having momentum p, is given by

**r = f(t) p = p(t)**

T = f(t)

**P = P(\*)**

(1.3.1)

(1.3.2)

Here, H(r,p) is a function of r and p, from which the Hamiltonian H is obtained by substituting r —» f(t) and p —> p(t). The above equation has the same structure as the classical canonical equations of the Hamiltonian:
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d,o, \_ *dH(r(t),p{t))* dt *dp(t*)

(1.3.1')

*dH(r(t),p(t)) dtp(t) =* *dHt)*

**(1.3.2')**

Here, we return for a moment to classical mechanics and use the variation principle of analytical mechanics:

*L{r,r\p) =p r* - *H(r,p)* . (1.3.3)

We define the action 5 as

*S* = JdtL(r(t),r(ty,p(t)) ■ (**1**-**3**.**4**)

The variation of S in r and p is given by

*dL*

*6S*

= **J dt** **j«5r(t) -**

= *Jdti^6r(t)-*

*dr(t)*

*dL*

+ *6r(t)*

*dr(t)*

*d dL*

dL . ,4. dL \

*dr(t)* d *tdr(t)*

(1.3.5)

(The reader unfamiliar with the variation principle or functional derivative is referred to Appendix B.) By requiring that the variation 6S must be zero for arbitrary transformations 6r(t) and Sp(t), we obtain directly (1.3.1') and (1.3.2').

So, what might be the variation principle corresponding to the field equation (1.2.31)? We know already the analogy f <-> ip(r) and p <-> ihip\*(r). From (1.3.3) we can deduce that the Lagrangian must be

i({^(T-)}, {^(t-)}, (V't(»')}) = J ihip\*(r)ip(r)dr - H(tp(r),ip\*(r)) .(1.3.6)

We write for the Lagrange density C

*£({<pA(x)},{dn<PA{x)}) =* i *hip\*{r,t)ip{r,t)*

*- — Nip\*(r,t)][Vip(r,t)]* - *V(r)ip\* (r,t)ip(r, t)*

**2m**

-i *J dr'ip\*(r,t)ip\* (r1 ,t)v(r - r')ip(r',t)ip(r,t)* . (1.3.7)

We now introduce the combined notation x for the space coordinate r and the time coordinate t, defining the x» components to be (t,r). The space-time coordinates with lower index xM are defined to be (f, —r). The partial differential operator 8^ corresponding to these coordinate components is given by = d/dxv = (d/dt,V). We wrote the label A to distinguish between different complex fields in the present case we write <pA=i = t{r,t)

and <pa=2 — ip\*(r, t). The action S can be expressed in terms of L or C as
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S = J dfL({v?j4(x)},{9M^(a:)})

= *J^xC({(pA(x)},{dtl(fiA(x)})* . (1.3.8)

As in (1.3.5), by taking the variation

*63* - I6'\*

=Jd,\**6*^{]£F)-*0*'(m^)} (13-9)

and requiring that SS = 0, we obtain

*6S n ( 6S \*

1>Va{x) ~ ^ U^¥>a(\*))) ~ ° • (1310)

From (1.3.7), for the case A = 2 we obtain

i*hip(r, t)* — *V(r)ip(r, t) ~ j dr' (r ,t)v(r* — *r')ip(r', t)ip{r,t)*

■V-{"^VV’(r’t)}=0 •

By rearranging this equation, we regain equation (1.2.31).

Next, we examine the symmetry operations in quantum field theory. Corresponding to the transformation f —> f + a in single-particle quantum mechanics, we consider the transformation

*<Pa(x) -\* <fi'A{x) = <Pa{x) + 6<pA(x)* , (1.3.11)

*9^<pa{x)* -> *d^tfhix) = d^ipA(x) + d^StpAix))* . (1.3.12)

As an explicit example, we consider a phase transformation with constant phase of the field operator

= *tp(x)* —► *ip'(x)* = e *taip(x)* ~ *rp(x)* — i*aip(x)*

*<P2(x)* = *ip\*(x)* —► *ip'\*(x)* = *e+mip^(x)* ~ *ip\*(x)* + *iaip\*(x)* .

Under the transformation (1.3.11) and (1.3.12), the action S that we assume now to be bounded to a space-time region 12 transforms as

*S -> S' = [* d4x*£({<pA(x) +6¥A{x)},{dil<pA(x)* + ^(^M (\*))})

*JQ*

**\*))}**

=S+!M

= 5+ *f* d*4x6<pa(%)*

Jn

*+j*

*Jn*

5^a(x)—*+dtl(6ipA{x))*

*d xdu*

***6<Pa(x)* ' *Sid^Ai’***

*6S f*

*6<Pa(*x) *fl \8(dpipA{x))*

*6<fiA{x)*

**i)]**

(1.3.14)
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Assuming that ipA obeys the equation of motion (1.3.10), only the third term of the previous expression contributes to the transformation of 5. In the case that the action S is invariant under the transformation (1.3.11) and (1.3.12), in every arbitrary region Q, we obtain

*6S*

*6{dtlipA{x))*

*6<pA{x)*

(1.3.15)

Defining a current J,L as

J>L cx

*6S*

*-6tpA(x)* ,

*Sid^Aix))*

then (1.3.15) becomes the current conservation law

(1.3.16)

(1.3.17)

We just deduced the Noether theorem (in its simplest form). “The invariance of the action S shows up in the symmetry under the transformation, and from this symmetry a current conservation law can be deduced.” In the explicit example (1.3.13), the transformation of the action integral S under the phase transformation a can be written via the chain rule with ip\* and ip as

*6S d6ip\*(x) 6S d6ip(x*) *8{dtl%p* t(x)) *da* + *6(dnip(x)) da*

(1.3.18)

Because the action is the integral in space and time of the Lagrangian density (1.3.7), we obtain

**J°**

6S . ,t. , 6S

**=** —r **np'{x)** H —

***8ip\*(x) 8ip(x)***

**= 0 + *ihip\*(x)(—iip(x))***

***= hip\* (x)tp(x)* = *kn(x)***

{-'uPix))

(P = 0) ,

(1.3.19)

*r*

8S . t 6S .

*,TT"\< W(x)* + ,-a v *(-llp(x))*

*6{daip\*(x)) 6(daip(x))*

iip\*(x) + (-i^(x))

*-^—{ip\*(x)daip(x)* - *[daip\*(x)\ip{x)}*

hja(x) (M = Q = 1,2,3) . (1.3.20)

Here, n(x) is the particle density, j(x) is the particle current density, and (1.3.17) becomes the well-known continuity equation:

*dn(x)*

*dt*

+ V • j(x) = 0

(1.3.21)
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The number of particles Ny(t) in a three-dimensional volume V is given by

*Nv{t) = [ n(r,t)d3r* (1.3.22)

*Jv*

and owing to (1.3.21), its time derivative is given by

*dNv(t)*d *t*

I

*dn(r, t)  
dt*

dJr = —

/ V*-j(r, t)* d3r = - *f* d *S-j(r,t) .*

***JV JdV***

(1.3.23)

Here, we re-expressed the volume integral as a surface integral by using Gauss’s theorem. For the case when V is the whole space, Nv{t) becomes the total particle number N(t), and dV becomes the boundary at infinity, where j(r,t) is zero and therefore the surface integral vanishes. We conclude that the total particle number N(t) obeys the conservation law dN(t)/dt = 0. The conservation law in N that we obtained from the symmetry in the phase is analogous to the conservation law for p that we deduced from the translational symmetry in x.

Last, we discuss the generators of transformations in field theory. Up to now. we have performed functional derivatives of ip, ip^,N and j in a formal manner, ignoring the fact that we are dealing with operators. Now, we need to recall the properties of operators. We define U ({6ip(x)}) as follows:

U ({fo^}) = exP

*J* dr *fl(r)6ip(r)*

(1.3.24)

We define fl(r) to be the canonical conjugate of ip

|  |  |
| --- | --- |
| 6S  n(r) - u u ’ 8{dtip{r)) | (1.3.25) |
| and assume the commutation relation |  |
| [ip(r), fl{r')) = ihS(r - r') . | (1.3.26) |
| From (1.3.7) we obtain |  |
| 77(r) = i h^(r) | (1.3.27) |
| and therefore (1.3.26) is identical to (1.2.17). It is possible to show that |  |
| U{{6ip{r)})iP{r)U({-6xp(r)}) = </>(r) + 6ip(r) | (1.3.28) |

holds. The proof corresponds to the discussion concerning (1.1.69)-(1.1.71). Starting with the definition

we obtain

and

**1.4 Quantization of the Electromagnetic Field**

*d\j)(r\* A) i

-d>r = rxp

x exp

:A<?(W)

*~j:XQ({6iP})*
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(1.3.29)

(1.3.30)

*[Q{{8i>}),i>{r)} = Jdr'[fl{r'),i>(r)}8ip{r') =-\h6tp(r) .* (1.3.31) Because *6ip(r)* is simply a function, (1.3.30) becomes

^^ = 8i>{r) . (1.3.32)

Integrating this equation in A from zero to one, we obtain (1.3.28). Therefore, (1.3.24) acts on tp(r) by shifting it by 6tp(r), and therefore it is clear that n(r) given in (1.3.25) is the generator of the transformation.

**1.4 Quantization of the Electromagnetic Field**

In the previous section we demonstrated that the invariance under the phase transformation (1.3.13) of the operators leads to the conservation law of the particle number N. We assumed that the angle a is constant and does not depend either on the space coordinate r or on time t. This kind of transformation is called a global gauge transformation. In this chapter we discuss the more general case where invariance under local gauge transformations is required, that is, when a depends on x = (r, t).

Unfortunately, the Lagrange density (1.3.7) is not invariant under this transformation. Problematic is the term with derivative

dM(V>e~la) = e“1Q(9MV’ ~ i<9Ma •■0) , (1.4.1)

where a second term containing <9mq emerges. Now, a derivative connects the field value at two neighbouring points x and x + da; in space and time, and (1.4.1) shows that by performing different phase transformations at the two points, then obviously the result will change.

In order to make £ invariant, it would be sufficient to introduce another field that links these two points, and to perform simultaneously to (1.3.13) a transformation of this new field so that the phases of both fields annihilate each other. The field that is introduced in this manner is called a gauge field.

1. Review of Quantum Mechanics and Basic Principles of Field Theory

A representative example is the electromagnetic field Ap, however, also in many other cases gauge fields emerge. In solid state physics, gauge fields play an important role for spin glasses, quantum spin systems, strongly correlated electronic systems, the quantum Hall effect and liquid crystals.
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Roughly speaking, gauge fields appear when some constraints or frustration prevent the system from stabilizing in a low energy state. Hopefully, the reader will understand this intuitive picture when dealing with the concrete examples later in this book. Let us now briefly proceed with the mathematical concepts.

We now consider the electromagnetic field Ap as a gauge field and set the velocity of light c equal to 1. In order to obtain a locally gauge invariant system, the terms dpi) and dpip\* must be replaced by (dp + i(e/h)Ap)tp and (dp — i(eh)Ap)xl>\ respectively, and corresponding to (1.3.13), the transformation of the gauge field must be

Ap -\* Ap + ^dpa . (1-4.2)

Here, - e is the charge of the electron. Owing to this replacement, the current J(x) will be defined as

*eh*

*2mi*

J(x) = -

*ip\**

The conservation law for this current is similar to (1.3.21) with charge density p(x) = —eip^(x)ip(x). Equation (1.3.21) was derived under the assumption that the phase is independent of x, and it can be assumed that a similar equation holds under the more severe local gauge invariance condition. This is indeed the case, all formulas up to (1.3.21) do still hold; however, we will not go into the details.

Now, (1.4.2) is the gauge transformation that follows from the theory of electromagnetism, and we will now review the dynamics and the quantization of the electromagnetic field including this transformation. The Lagrangian of the electromagnetic field is given by

r — *f f^*

16tt

It is simple to see that FpV = dApjdxv — dAv/dx^ and Fttv = dA^/dx,, - dAv jdxp are invariant under the gauge transformation (1.4.4). Therefore, (1.4.4) is invariant under local gauge transformtions.

Now, we write the full Lagrangian including (1.4.4) and the matter fields

as

(\***+**¥-\*) - **[(v -**1a) **\*'] [(v+**tA)

-- *Jdr'^(r)tpi(r')v(r - r')i>(r')i>(r) - ■*

(1.4.3)

(1.4.4)

*ip*

(1.4.5)

1. Quantization of the Electromagnetic Field

Varying this equation with respect to AM and requiring the result to vanish, we obtain (the derivation is left as an exercise for the reader)
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- V2j40(x) + • A(x) = —Akp(x) , (1.4.6)

(V2 - A(x) + -VMx) ~ V(V • A(x)) = -47rJ(x) . (1.4.7)

These equations are the field equations. By setting H — V x A and E = V.40 — dA/dt, two of the four Maxwell equations are automatically fulfilled, and inserting these expressions into the other two Maxwell equations, the above equations are regained. The fields E and H have six components; however, at this step the components are reduced to four.

Equations (1.4.6) and (1.4.7) are complicated, so let us try to simplify them by using the freedom of gauge invariance (1.4.2) in sin appropriate manner. Here, we have many different possibilities, and because in the La- grangian used for solid state physics, Lorentz invariance is already broken, in many cases the so-called Coulomb (transverse) gauge is chosen, where the degrees of freedom of the electromagnetic field appear very clearly. By choosing a in (1.4.2) in such a way that (fi/e)V2a = —VA holds, owing to such a gauge transformation, we obtain

V-A = 0 . (1.4.8)

Here, a is determined uniquely when boundary conditions are imposed because of the uniqueness of the solution of the Poisson equation. Therefore, notice that in the Coulomb gauge, the gauge is totally fixed. With (1.4.8), equations (1.4.6) and (1.4.7) become

- V2A0(x) = -4irp(x) , (1.4.9)

(v2 - A(x) = -4ttJ(x) - £vA0(x) . (1.4.10)

Under the boundary condition Aq(x) —» 0 for r 0, the solution of (1.4.9) is

-Ao(x) = /dVj^ . (1.4.11)

Ao is not an independent field, but can be expressed in terms of the charge distribution of the matter field. Notice that no retardation effect occurs in

1. ; p at time t determines Ao at time t. This is not an approximation, but an exact result in the Coulomb gauge. Finally, owing to the condition V • A = 0 that lowers the degrees of freedom once more, we are left with two degrees of freedom.

Now, using (1.4.5), we define the “momentum” conjugated to Afl:
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*n°*

*dC*

*dA0*

(1.4.12a)

*dC \_ l\_ dA* ~ +4tt

*-VA°* +

*dA*

*dt*

*E*

47T

(1.4.12b)

For simplicity, we now ignore the matter field and discuss only (1-4.4) Ccm. Then, in the Coulomb gauge, with p(r', t) = 0 due to (1.4.11), it follows that Aq = 0 and

£em = ^:{A2-(VxA)2} • (1.4.13)

The corresponding Hamiltonian density is given by

^em = \* A — £em

**= i{A2 + (Vx4)2}**

*= ±-{E2 + H2}* . (1.4.14)

Here, the analogy 77 <-> p and A <-> r is obvious, and this suggests that for quantization, the commutator between A and 77 at the equal time t should be introduced as

*[Ai,(r,t),nj(r',t)]* = *ihSij63(r - r') .* (1.4.15)

However, we have a problem with (1.4.15). By acting with nabla V with respect to r on both sides, we obtain

[V ■ A(r, t), 77,(r', t)] = ihdj63{r - r') . (1.4.16)

The left-hand side vanishes due to V • A = 0; however, the right-hand side is not zero. In order to resolve the problem, we write instead of (1.4.15)

*\Ai(r,t),nj(r',t)} = ih(^l.j ^^^S3(r-r') .* (1.4.17)

If you are confused about a Laplacian appearing in the denominator, perform a Fourier transformation and interpret the right-hand side as ih(6ij — kikj/k2). The nabla operator in the fc-space leads to therefore

^ i*ki{Sij - hkj/k2) = ikj -* i*kj* = 0 *i*

and the inconsistency is removed. As an exercise, you may show that with the commutator (1.4.17), the Heisenberg equation deduced from the Hamiltonian (1.4.14) agrees with the field equation.

1. Quantization with Path Integral Methods

In the previous chapter we learned about operators occurring in quantum mechanics. In this chapter we demonstrate that it is also possible to describe quantum mechanics using integrals in the space of functions, namely functional integrals and path integrals, instead of using operators.

* 1. Single-Particle Quantum Mechanics and Path Integrals

Everybody who learnt quantum mechanics should have heard about the interference experiment of electron waves through slits. Figure 2.1 shows the principle. Electrons emitted from an electron gun pass either through slit A or slit B of a shield and finally illuminate a screen. Because it is possible to avoid more than one electron reaching the screen at the same time by adjusting the intensity of the electron gun to be small enough, it is clear that electrons can indeed be interpreted as propagating “particles”. However, when this kind of experiment is performed over a long period, the observed distribution of electrons at all points of the screen becomes the interference pattern of a wave.

In quantum mechanics, this interference pattern is explained as follows. We call the paths from the electron gun through slit A or slit B to the point P on the screen P\ or Pb, respectively. P\ and Pb each corresponds to a complex amplitude oa and as of a quantum mechanical wave. Then, the phase difference ip of the complex functions a& and as (o-a/o-b oc e"p) equals the phase difference of the waves. The complex amplitude corresponding to the process that an electron started from the electron gun and reached the point P, without asking whether the electron passed through slit A or slit B is given by the sum of the amplitudes P\ and Pb- The intensity of the wave reaching P (in quantum mechanics the probability of reaching P) is given by the absolute value of the square of the complex amplitude

|aA + Ob|2 = |aA|2 + |ub|2 + 2|<2a I|ciBI COS ip .

This expression varies periodically depending on p.

2. Quantization with Path Integral Methods

Fig. 2.1. Interference experiment with electron waves. The waves that passed through slits A and B interfere on the screen S
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Next, we generalize this approach as shown in Fig. 2.2. Different from Fig. 2.1, there is not just one screening shield, but many, and there are not two slits in each, but a large number (Fig. 2.2a).

Depending on the way at each screen, many different combinations c for passing through the slits are possible, each corresponding to an amplitude ar, the total amplitude a is given by )T)C ac. By increasing the number of screening layers and slits more and more, and finally reaching an infinite number, each screening layer will have many slits and finally will disappear. The interval between the gun and the screen will become a continuous space (Fig. 2.2b), and depending on the “combination of slits” the path will mutate to an arbitrary path from the gun to the screen, and “the sum of all amplitudes of possible ways” will mutate to an integral over the paths, that is, the path integral. That is to say, the principle that “the amplitude corresponding to a transition from a starting point to an end point corresponds to an integral over the amplitudes of all possible paths linking these two points” can be regarded as the principle of quantum mechanics.

When considering quantum mechanics, one might have in inind the wave function, and the Schrodinger equation of the wave function, all describing wave properties of the particle. It should be possible to link this description with the picture of the path integral described above by using the superposition principle of waves. However, it required the genius of Feynman to make this discovery.
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Fig. **2 ,2a,** b. **Generalization of the interference experiment of Fig. 2.1. The number of screens and the number of slits in the screen is increased**

2.1 Single-Particle Quantum Mechanics and Path Integrals

We now turn to exact mathematics. We start from the Schrodinger equation

**29**

i h

*dt*

*h2* d*2ip(x,t) 2m* da;2

*Hip(x,t) .*

+ *V(x)ip(x,t)*

For a moment, we restrict the motion of the particle to a one-dimensional space with space coordinate x.

As shown in (1.1.3), it is possible to integrate (2.1.1) formally

W)) = U(t',t)\m) = • (2.1.2)

We choose t' > t. Equation (2.1.2) describes the time evolution of the state |ip(t)) occurring at t through during the time t! — t, leading to the

state |^(t')). Not the wave function can be expressed with the path integral mentioned before, but the operator U(t, f'j describing the time evolution. In

* + 1. , the label x has been omitted intentionally, because |V'(t)) should be regarded as a continuous infinite dimensional vector with components ip(x, t) labelled by x, and U(t',t) should be regarded as a matrix with components U(x',t'-,x,t).

In x-representation, we obtain

%p{x\t') = JdxU(x',t'-,x,t)ip(x,t) . (2.1.3)

We decompose t1—t into small time intervals. We write t' — t = N At and t\* - t + kAt. The time evolution corresponding to these steps can be expressed as

= U{t',tN^)U{tN^,tN^2)... U{U,t{)U(tut) (2.1.4)

using matrix multiplication of U(tk+i,tk). In components, we obtain

U(x’,t';x,t) = J dx (A — 1) dx (IV — 2) ... dx (1)

xU(x',t'-,x(N -1),^-!)

x U(x(N — l),tN-i;x(N - 2),tN^2)

x .. ,U(x(l),ti;x, t) . (2.1.5)

Here, the matrix components are given by the “bra- and ket-sandwich”

U(x(k **+ 1),**tk+i',x(k),tk) = (x(k **+ 1)|** e~^/h^HAt\x(k)) **. (2.1.6)**

When At is small enough, the exponential can be expanded;

{x(k + l)|e-(i/fi>H4‘|;r(fc)) S (x{k + 1)| (l - |x(Jfe)) .

(2.1.7)

2. Quantization with Path Integral Methods

Using the momentum eigenstates introduced in (1.1.34) and below, by inserting the completeness relations (1.1.37) we obtain

**30**

{x(k + l)\H\x(k)) = *J* dp(k)(x(k + l)\p(k)){p(k)\H\x(k)) . (2.1.8)

Because the Hamiltonian (2.1.1) is expressed in terms of p and x, we obtain

{p{k)}H{p,x)\x{k)) = H(p(k),x(k)){p(k)\x(k)) .

Here, p = (h/i)d/dx, and for x the hat has been written to stress that it is an operator.

Using this, (2.1.6) and (2.1.7) can be written as

U(x(k + l),tjfe+i;x(fc),t\*)

**=** *J* dp(k)(x(k + l)\p(k)){p(k)\x(k)} (l - ^AtH(p{k),x{k))

= f exp i^(x(fc + 1) - **x(k)) -** ^**AtH{p{k),x(k**))

. (2.1.9)

Inserting this for each term in (2.1.5), we obtain for U(x',t'-,x,t) **dp (TV — 1)**

***I'***

*U*(x', *t'\ x, t)*

2-xh

r Y W)«k + !) - \*(\*0) ~ AtH(p(k),x(k))] . (2.1.10)

x exp

**k**=0

By performing the limit TV —> oo and At —> 0, we obtain

x(k + 1) — x{k) —> x(t)At

*N*-1 *rt'*

Y^t\_\* dt **’**

k—0 Jt

and writing Vp(t) and Vx(t) for the multiple integrals over p(k) and x(k) in (2.1.10), respectively, the result is

U(x\t';x,t) = [{t)=x Vp(t")Vx(t")

x(t')=x'

\.f [p{t"W') - H(p{t%x{t'%dt"

. (**2**.**1**.**11**)

x exp

Recalling the definition (1.3.3) and (1.3.4) of the action S, we notice that the expression in the exponent of (2.1.11) is exactly (i/h)S. We conclude that the amplitude corresponding to the path x(t") and pit”) (t < t" < l!) is given by exp[iS(:r(t"),p(t"))]. The action is defined for every arbitrary path x(t") and p{t"), and the relation p(t") = mx(t") need not necessarily be valid.

2,1 Single-Particle Quantum Mechanics and Path Integ

Because the dependence on p(tn) in S is given by

—

2 m
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K

it is possible to perform the integral in p(t") obtaining

U(x',t';xJ) = f{t)=x Vx(tn)exphs({x(t")})J

x(t ')=\*' L J

3C\ t ”

(2.1.13)

**The equation (2.1.13) corresponds** to the Lagrangian in the sense that L is **given as a function of** x **and** x, and (2.1.11) corresponds to the canonical **(Hamiltonian) formalism. In** textbooks, equation (2.1.13) is often presented; **however, (2.1.11) is the more basic** equation. This is due to the fact that both **canonical coordinates** x **and** p **appear in** the equation, and that the term ipx **has the important interpretation of the** Berry phase, as will be explained **in Sect. 2.5. In the above case,** it has been possible to integrate out the **momentum; however, in general** this is not always the case.

Next, as a repetition of (1.3.5) of the previous chapter, let, us take the variation of S(x(t"), p(t")) appearing in (2.1.11) and S(x(t")) in (2.1.13):

=6 J) At" (ptnun -—- v(\*(i"»]

+ 6x(t.")[-p(t")-V'(x(t"»]\ . (2.1.14)

**«(«<")}) = *>’ [ At"* )- *Vi nt")))***
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dt"6x(t")[~mx(t")-V'(x(t"))] . (2.1.15)

Here we used 5x(t.) = Sx(t') = 0 for partial integration.

6S = 0 in (2.1.14) and (2.1.15) leads to the classical equations of motion. From the point of view of classical dynamics, this is the well-known variation principle, but what will be the meaning from the point of view of the path

2. Quantization with Path Integral Methods

integral? The meaning of equations (2.1.11) and (2.1.13) is that the transition amplitude from x,t to x\ t' is given by integrating over all amplitudes:

**32**

As({:r(t")},{p(i")})

-S({x(t")})

**exp**

exp

of every single path x{t") and p{t"). However, even when all paths have to be taken into account, not every path is equally important. Especially, considering the fact that h is “small” (in the classical limit, this is a good approximation), we see that even a small change of the path will alter drastically the phase in exp[(i/ft)S]. Taking the sum, the contribution of the phase average will therefore be extremely small. An exception is a path where a small change does no affect S, that is, the path satisfying 6S = 0.

In summary, we have just learnt that quantum mechanics can be formulated without the use of operators, only with c-numbers. The price we pay is that we have to perform an infinite dimensional integral in paths (being in the present case functions of time). The largest contribution to this integral is given by the classical path.

Next, we discuss the term ipx. We consider the following path integral of the functional F(x(t'),p(t')) of x(t'),p(t'):

= J Vx^Vpit^Fdxit')}, {p(t')» e\*s({rc(t')}’{p(t,)}) .(2.1.16)

We split the time intervals as done starting from (2.1.4):

f’CMt')}, WO}) - \*Wi).i);p(o),p(i) p(n -1))

= F(x(k),p(k)) , (2.1.17)

*J*Vx{t')Vp{t') = n/dx(k)dp(k) . -(2.1.18)

We perform now a transformation of the integration measure by introducing the infinitesimal variables T)(fc) and £(fc):

x(k) = x(k) + r)(k) and p(k) = p{k) + ((k) (2.1.19)

and write the integral in the x(k) and p(k) variables introduced in this manner. Then, the integral becomes

(F(x(k)),p(k)))

dx(k') dp(k’) F(x(k) + r](k),p(k) + C(fc))

x exp |^5[i(fc) +r]{k),p(k) +C(k)] j
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*\s/h*

*=* <*F(x(k),p(k*))) + £ *V(k) (* — + *-F: 9S* X

dx(fc) *h dx{k) /*

+ £cw

dp(fc) ft <9p(A;) I

(2.1.20)

We expanded the expression up to first order in j](k) and £(fc). Equation (2.1.10) holds for every rj{k) and £(fc), therefore

/ dF \ i /„ dS \

*\dx(k)/*

*\dp(k)/*

hold. By setting F(x(k),p(k)) =p{ko), (2.1.21) reads

i

'ft

*\ dx(k))* ft *\ dx(k))*

/ dF \ **i** (r ™ \

\ *dp(k) /* ft\ *dp(k)/*

*l = -Up(k0)-dS* V

*dp{k* o)/

On the other hand, because of

*S —* ^p(fc)(x(fc + 1) - *x(k)) — At^2 H(p(k),x(k))*

we obtain

(**2**.**1**.**21**)

(2.1.22)

(2.1.23)

dp(k0) “'v'"u ' ~v"'u' dp{kQ)

and for At —\* 0 the third term disappears. Therefore, (2.1.22) becomes

(2.1.24)

ift = (p(fco)[®(fco + 1) - x{ko)]) . (2.1.25)

To the expectation value of which operator does the right-hand side of this equation correspond? As is clear from the discussion in (2.1.7)-(2.1.10), the order of the operators is important:

(xp)t=t0 -\* (x(k0 + l)p(fco)) , (px)t=t„ -\* (p(fco)x(fco)) -

(2.1.26)

Therefore, the right-hand side of (2.1.25) corresponds to the expectation value of the equal time commutator of x and p:

2. Quantization with Path Integral Methods

[x,p] = i h

34

(2.1.27)

In this manner, ipx shows that x and p are canonical conjugate operators, and the ordering of these operators is represented in the path integral as time ordering.

Next, we consider the formalism in imaginary time. As is clear from

1. , we used the operator exp[(—i/h)Ht\ for the discussion. Writing —ir instead of t, and redoing the steps as before, we obtain

(x'|e Hr/h\x) = jx{0)=x Vx{t') JT?p(t') exp --S({x(r')}, {p(r')})

x(t)=x'

= /\*(0)=x Px(T')

*x{t)—x‘*

x exp

(2.1.28)

2ra

/h\x**> =** fx(p)=xT>x(T') **“^(Mt')})**

*(x'\e-HT*

*x{t)=x'*

= /-(0)=.Vx{T')eXP[-ll + V(x(r'))}dr'] .

*x(t)=x'*

(2.1.29)

Here, we replaced

J At" h> ~i Jdr' and x{t") —» ix(r') .

In particular, when setting r = 0h and x' = x and integrating in x (see Appendix C)

Z = Tre~^H = Jdx(x| e-^^lx) , (2.1.30)

we obtain the partition function of the system. Using the path integral formalism in imaginary time, it is therefore also possible to apply it to statistical physics.

Notice that the factor i in (2.1.28) does not disappear in the term ip{t')x{t') in the complex-time formalism. This term indicates the phase (Berry phase). On the other hand, after the p(r')-integration, no complex term is present in (2.1.29), and the exponent is positive as usual. In such a case, the partition function (2.1.30) corresponds to that of one string x(t') in classical statistical mechanics. In general, a d-dimensional system in quantum physics can be associated with a (d + l)-dimensional classical system in such a manner. However, for the case that the phase factor mentioned above remains, no equivalent classical model exists.

2.1 Single-Particle Quantum Mechanics and Path Integrals

Next, we determine the path with the largest contribution to (2.1.29), as was done for (2.1.13). Taking the variation, we obtain

35

6 j |—-y-^-+ VA(x(r'))| dr'= j [—mx(r') + K'(x(r,))]^x(r')dr'

= 0 . (2.1.31)

This path obeys the equation itix(t') = V'(x(r')). This is a classical equation of motion, corresponding to the classical motion of a particle in a potential with reversed sign, that is, where up and down are reversed. For example, a potential V(x) as shown in Fig. 2.3 with two valleys becomes the potential —V(x) with two mountains. In this case, possible motions are the way from the top of one mountain to the other, falling down in the valley, or climbing up in the valley.

V(x)
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Fig. 2.3. Classical movement in the complex-time formalism. When the real time is changed to complex time, the potential is reversed, and therefore classical movement in regions that has been forbidden before becomes possible

The classical solution for a path in the imaginary-time formalism is called the instanton, and has the physical meaning of tunnelling within the framework of quantum mechanics. Because the potential is reversed, motion in classical forbidden regions becomes possible, and in contrast to the normal description of tunnelling, where the wave number becomes imaginary and the wave is damped, in this case the imaginary time represents the damping of the wave.

In order to confirm that the instanton is indeed responsible for the tunnelling, we perform the following calculation. We set ft = 1, and for T large enough, we want to calculate in (2.1.29) the amplitude of the transition from ±£o to o:

(x0|e"HT|x0) = (-x0|e“Hr| - x0) , (2.1.32)

and from ±xq to =pxo:

(x0| e“HT| - xq) = ( xq \ e“HT|x0) .

(2.1.33)

2. Quantization with Path Integral Methods

Writing r (0 < r < T) on the x axis and x(r) on the y axis, one type of path rests at x(t) = ±x0 and the second type connects the points xq and — xq, corresponding to the instanton (anti-instanton) described above. With the boundary condition x(0) = ±x(T), the number of instantons and anti-instantons in (2.1.32) is equal; in (2.1.33) the numbers differ by one.
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In the vicinity of the top of the mountain, V(x) can be written approximately as

, , **mu!2** , ,,

~V{x) = -V{x0) — (x- x0)2

and we obtain the equation of motion mi(r) = w2(x — xo). The instanton solution behaves as x — Xq oc e”u,r. In the case when the distance between the instanton and anti-instanton is large compared with the width of the instanton solution itself, the instantons can be regarded as a dilute free gas living on the r axis, assigned to distinct places 0 < n < T2 ... < t„ < T (the dilute gas approximation). If no instanton is piesent, then we obtain

V(x) = ^f(x±x 0)2 as the solution of the harmonic oscillator problem

(x0| e~HT|x0) = {-x0| e~HT\ - x0)

, . (2.1.34)

Recall that the ground state of the harmonic oscillator with energy uj/2 is

given by

Mx)=(^y/4e-rn^±\*of, 2 .

For the case when n instantons and anti-instantons are present, the answer will become

^Tdrn £‘dTn-! ... £2 dTl (y^y/2e-“T/2Kne-nS° . (2.1.35)

Here, 5o is the action of the one-instanton solution S(x(t)), and K is the ratio of the Gauss integral with and without the instanton. More detailed discussions can be found in the literature [G.6]. Here, it is sufficient to assume that K is just a number. It is important to notice that the term (Ke~S{,)n appears in the dilute gas approximation. The imaginary time integral in (2.1.35) can be performed easily, with the result Tn/n\, and taking the sum over n, we obtain

* 1. The Path Integral for Bosons

(x0|e HT\xa) = (-x0\e HT\-x0)
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= ^y/2e\_„T/2 ^ (TKe~s°r

7i—0 (even)

= (—)1/2e^T/2cosh(Tit:e-So) , (2.1.36)

(x0| e”HT| - x0) = (-x0| e^HT|x0)

= ^y/2e-«r/ 2 g (^e-s°r

71=1 (odd)

= 1/2 e~uT^2 sinh(TK e's°) . (2.1.37)

On the other hand, using the eigenstates |n) and eigenvalues of the energy En in (2.1.29), we obtain

{x'\ e~HT|x) = ^P(x'|n)(n|x) e~EnT

n

= '^T/<t>n(x'),l>\*n(x)e-EnT . (2.1.38)

71

Comparing (2.1.36) with (2.1.37), we obtain two energy levels:

E± = -±Ke~So . (2.1.39)

This can be interpreted as splitting of the ground state energies around ±io due to the tunnelling contribution Ke~s°.

The reader might wonder why such a long-winded method has been presented, whereas the normal WKB method would have been sufficient for the calculation. Indeed, for this simple case of a single particle in one dimension, this is the case; however, when proceeding to many-particle systems, that is, quantum field theory, the generalization of the instanton calculation can be done easily. On the other hand, the WKB method, based on fitting boundary conditions of solutions in different regions of a differential equation, becomes very complicated in a more generalized case.

* 1. The Path Integral for Bosons

In the previous section, we introduced the path integral for a single-particle system. In the present and the following section, the path integral of the many-particle system using second quantization is presented. A more precise discussion can be found in the literature (G.16).

2. Quantization with Path Integral Methods

As first step in this section, the bosonic system will be discussed, which is quite analogous to the classical case, so the method will be almost parallel to the previous section. Two points have to be noticed: first observe the correspondence of the operators

**38**

x \*-\* ip(r) and p <-> ih^{r) , (2-2.1)

and next notice that it becomes necessary to perform the sum (integral) in r. For simplicity, we set h = 1 in this section. Doing so, the partition function in the imaginary time formalism becomes by analogy to (2.1.28)

Z = |^(r,r)Pt;'(r,r)e-s(WW«> ,

(**2**.**2**.**2**)

(2.2.3)

i-3 p pfj

S = / dr / dril}(r,T)dt'ip(r,T)+ / d*tH(t)* ,

Jo J Jo

**with**

H(t) = J dr—Vi/;(r, r) V-0(r. r) - p4>{r,r)i/>(r, r) + **-** fdrdr'rtrMr'Mr-r'WMr) •

(2.2.4)

In (2.2.3) and (2.2.4), t/>(r\ r) and ip(r, t) correspond to the operators ip^(r, r) and i/>(r,r). However, they are not operators, but c-number functions of r and r.

Notice that we have chosen the grand canonical ensemble, where instead of a constant particle number, the chemical potential p has been introduced.

The reader might think that i/; and tare complex conjugate; however, this must not be the case. When restricting to one r, t, we have the line integrals

*J*dip(r,r) , *J*dip(r.r) ,

and since the path on the i/j-plane and the il>-plane can be altered independently, in general (/; can be independent of •\*/.'- Starting from Chap. 4, the path of this complex contour integral will be chosen by the saddle-point method, where S becomes larger in every direction when the path is deviating from the saddle-point solution.

Next, we introduce by the following equation another important physical function besides the partition function, namely the thermal Green function Q(r.r'\T, r'):

**0(r,r';r.r') = —(T .r1))**

f r)ip^(r', r')) (for r > r')

(2.2.5)

I-(i/)t(j,',r')^(r,r)) (for r < r')

**2.2 The Path Integral for Bosons**
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Here, Tt is the time ordering operator. In terms of the functional integral, the Green function is given by

*G(r,r';r, t')* = — ^ *J T>rjj'Dil)ip(r,T)‘ip(r'* ,r)e-s^^'^^ . (2.2.6)

The proof proceeds in the same manner as in Sect. 2.1. Notice that in the path integral, the Green function is automatically time ordered. Now, let us consider the Green function explicitly in the case where the interaction is set to zero (v(r — r’) =0). We perform the Fourier transformation

*il>(r,T)* = *(0V)-1/2Y/e~iUT+ik'ra(k^)* > (2.2.7)

***k, u>***

V’(r,T) — {0V)~1^2 e‘“T-ifc'ra(A:, ui) . (2.2.8)

*k,LU*

Imposing the boundary conditions xp(r,0) = ip(r, 0) and tp(r,0) = </>(r, 0), only discrete values uj = 2irn j 8 for w (n= integer) become possible, which are the so-called Matsubara frequencies. S becomes

*Sq =* ^ iux *+* ^ *\ a(k,u>)a(k.uj)* (2.2.9)

k,U> ' '

and (2.2.5) is equal to

*0(r*, *r';r, t')* = -- ]T *\ f*

*k* i *.<jJ\ k-2 ,U>2* fc,W

x a(fci, wi)a(fc2. w2)
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x exp[i (—wir + fci • r)] exp[i (o>2t'- fc2 • r')] • (2.2.10)

Essentially, by setting a(k,uj) = [a(fc,w)]\* = a'(fc,a>) - ia"(fc,a>) and performing the Gauss integral in a' and a" from —oo to +oo, only the term with fci = fc2 and u>i = u>2 contributes. Then, (2.2.10) becomes

*G(r,*

*r-,r,r*,

— y

*pv ^*

**-iu>i (r—r/)+ifci \*(r—r')**

fc1,U)1

**iuii — ky2m + /x**

(**2**.**2**.**11**)

Writing G(k, icjn) [un = 2n kTn] for the Fourier transformation of G(r, r'\t, t'), we obtain G{k, iLun) = (iw„ — fc2/2m + /tt)-1-

The reader might already know the following direct proof for G{k, iuin) = (iuin — k?/2m + /x)"1 starting from (2.2.5). The Hamiltonian is given by

and with

H = “A\*) af(fc)a(fc)

- y^$fcat(fc)a(fc)

*k*

(**2**.**2**.**12**)

a(fe,r)=e ?‘Ta(fc) , a\*(fc, r) = e^Tat(fe) for 0 < r < /?, we obtain

£(r,r';r,0) = —^ ^ (a(fci)at(fc2))e~\*\*iTei(fcl •r-fc2 r')

fcl ,^2

=--X]t1 + n(fei)]e^‘'’'eifcl . (2.2.13)

*kt*

Performing the Fourier transformation, we obtain

G{k, ici;„) = Jdr elu'"T Jd(r — r') e lfe‘(r r)f/(r,r';T,0) f0

= -f1 +n(fe)] / drexp[(iin„-£fc)7

*Jo*

= -[l + "(\*)]

exp[-/J^fc] - 1

**)rJ**

1

i^n - i^V, -

(2.2.14)

This expression agrees with the result we obtained before. More generally, using the energy eigenvalues and eigenfunctions of the system in (2.2.5), we obtain the spectral decomposition

t/ (fc, iujji
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T(o,(fc. r)at(fc))

d re"1
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y~^e 0En (n\a(k)\m) eT(£" £m)(m|at(fc)ln)

**n,m**

*z*

*rft*

Y'|(n|a(fc)|m)|2 / dr „ m -/o

e

1V- |(n|a(fc)|m)[2 'U,,‘ ~ — ^n)

(2.2.15)

Next, we want to link the imaginary time formalism developed so far with the real-time formalism. For this purpose, we introduce the advanced Green function and the retarded Green function GA(k,u>), GK(k,w)

*GA(k,u>) = +i*

■0

([a(fc,t),at(fc)])e1"t+6Mt ,

(2.2.16)

2.2 The Path Integral for Bosons

rOC
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l(fc,^) = -i / <[a(fc,t), at(fc)]> eiut~6tdt ,

(2.2.17)

Jo

where <5 is an infinitesimal positive constant introduced to make the t integral converge. The spectral decomposition corresponding to (2.2.15) now reads

1 **|(w|q(fc)|m)l2** **3Et**

**GA,R(fc,cn)**

(2.2.18)

Z ^0JTi8~(Em-Eny

7i,m **'**

Comparing this with (2.2.15), (2.2.16) and (2.2.17), we see that by analytic continuation of iwn in the thermal Green function to u> — i<5 (lu + i<5), the advanced Green function (retarded Green function) can be obtained. For a system at finite temperature, this suggests the method to calculate first the thermal Green function in the complex time formalism, and then to obtain by analytic continuation iujn —>• ±u =F i<5 the Green functions GA and GR in the real-time formalism. This formalism is named after its inventor and is called the Matsubara formalism.

Next, we want to compare the advantages of the path integral method with those of the operator formalism. The advantage is that no operators are present, but only c-numbers (commutators are trivial). However, the price we pay is an infinite-dimensional integral.

In the case when an interaction v(r — r1) is present, the most popular technique might be perturbation theory. This means splitting S in (2.2.6) into S'o + , and expanding e“Sl, and because Si is a simple c-number

function containing no operators, the expansion is possible. In this case the cumulant analysis of the Gauss-integral can be applied; for example,

(-01-02^3 V»4> = (V'l'03>('02V'4> + • (2.2.19)

Now, because we are dealing with c-numbers, the variational method can be introduced easily. Splitting S in (2.2.2) into the sum of the “trial action” So and S - So, we can write

Z = Z0(e-s+s°)So ■ (2.2.20)

Here, Zq is the partition function of the action So and ( )s0 means averaging with respect to e“s°. Because S and So are in general real, with exp[(xi + X2)/2] < (exi + el2)/2, we obtain exp[-(S - S0)so] < <exp[-S + S0])s0 and therefore

J =-kBT In Z ^-kBT\nZ0 +kBT{S - S0)Sll ■ (2.2.21)

Here, fce is the Boltzmann’s constant and J = —pV is the thermal potential of the grand canonical ensemble. The right-hand side can be calculated when So is determined, and by optimizing the variation parameter in it, it is possible to determine the best So for this framework. In practise, because almost only Gauss integrals can be performed, So is often quadratic in ip and ip, and often this approximation agrees with the mean field approximation.

2. Quantization with Path Integral Methods

So far we have discussed the bosonic path integral. Starting from Chap. 1, (/> appeared on the stage and “evolved”. This flow is shown in Fig. 2.4, and when we meet ip, it is important to remember to which step ip corresponds.

**42**

**Single-particle quantum mechanics**

**ip(r,t): wave function in three-dimensional space**

**Many-particle quantum mechanics, first quantization ip(ri,... , r/v, t): wave function in 3/V-dimensional space**

Many-particle quantum mechanics, second quantization

**ip**f (r, **t),lp(r, t**): Annihilation and creation operators of the field

in three-dimensional space

Path integral representation of field theory

**ip(r, t),ip(r, t):** function of three-dimensional space and of time

(integration variable in the functional integral)

Fig. 2.4

* 1. The Path Integral for Fermions

In this section we discuss the case of fermions. Different from the bosonic case, a correspondence to a classical system does not exist. The reader might think that in this case the path integral method is useless; however, this is not the case. At least mathematically, by introducing Grassmann numbers, the description can be given in a manner totally similar to the bosonic case.

Corresponding to the anti-commutation relations of fermions, Grassmann numbers are defined to be anti-commuting, that is XiX3 +XjXi = 0. Therefore, x? = 0 holds, and we conclude that every function in x\,..., xn can be written as

N

f{xi ■ • • ,xN) = *^2* cn(i1,...,in)xll...xln . (2.3.1)

Here i\,... ,i„ is a disjunct set of indices 1 — N, and we define the order to be i\ < i2 < • • • < i„. The coefficient C„(ii,..., in) is a simple complex function. We define the “integral” of this function as follows:

**43**

**2.3 The Path Integral for Fermions**
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Here, e(- • •) is different from zero only for the case when (H,... ,in) equals (ji, • ■ ■, jn)■ Then, it is +1 when both sets become identical under an even number of permutations and —1 when both set become identical under an odd number of permutations^ We choose N even (= 2n) and split x,,..., into ipi,..., ipn and t/>i,...,ipn, with ip and ip corresponding to the fermionic operators ipi and ipj, respectively. The index i then indicates the space coordinates r and the complex time r (i — (r, r)). From (2.3.2), we deduce that for a c-number n x n matrix A with components Atj

I

exp

^ ^ *'4'iAijlpj*

*n*

JP d ipi dipi = det A

\*=i

(2.3.3)

holds. (The proof is left as an exercise.) If ip and ip had been c-numbers, then the result would have been (det A)-1.

As for the case of the bosons, we define the coherent state of one fermion as follows:

\Wr)}) = IJdOr) + llrMr)) , (2.3.4)

r

({^(r)}| = n«0r| + ^(r)<lr|) • (2-3-5)

r

Here, |0r), |lr) are the states where at r no fermion or one fermion is present, respectively. The completeness relation

*^2$(r)ip(r)*

*dip(r) dtp(r)* = 1

(2.3.6)

holds because at every r the equation

*J*(|0) + \l)ip)((0\ + ip(l\) dip dip

= j(|0)(0|(1 + ipip) + |0}<l|tf + |l)(0|v> + |1)(1|W) dip dip

= |0)<0| + 11> <11 = 1 (2.3.7)

holds.

Similarly to (2.3.7), for every operator A we obtain

*I(-ip\A\ip)* e~^' d^ = *J*«0| - *ip(l\)A(\0)* + V>|1))(1 - *ipip) Aipdip*

= (0|A|0) + (l|A|l) = TrA . (2.3.8)

Using (2.3.7) and (2.3.8), the partition function becomes
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Z = Tre

= J(—0o| e~0H^N\ipN-i){'ipN-i\ e~^H^N\‘4)N-2) • • • (0i| r ***n***-i x exp | - *^2* 0,0i

*N-l*

d^idV'i

**J i=0**

X exp |0jV—10JV—2 —15 TpN — 2)

x exp

exp

***N — l***

N-l

**-/**

exp

N-l

**i=0 J i=0**

- 'Ipo'lpN-l ~ V’oV’O - —^(“^0, V'JV-l}

/V —i /■

**E {\*■**

i=i ^

\ 1 7V’”1

n

**J i=0**

d0\* d0,- . (2.3.9)

Requiring for 0jv and Vn the anti-periodic boundary conditions

tpN = -0o - 0n = —0o , (2.3.10)

the sign in the exponential of (2.3.9) changes, and the action S becomes

**5=E**

and formally taking the limit iV —» oo, we can write

*r&*

[ dr [ip(r)dT^(r) + # (^(r)^(r))] .

Jo

In this case, corresponding to (2.3.10), we write

0(/?) = -0(0) , 0(/?) = -0(0) •

Therefore, the Fourier transformation of 0(t) and 0(r) is given by

^) = ^Ee"iu’nT^w») -

io»n

**0(70 = ^ E ^"’’^("n) •**

*S =*

(2.3.11)

(2.3.12)

(2.3.13)

(2.3.14)

The Matsubara frequencies w„ become cu„ = 'nk^,T{2n + 1), and the Green function Q(t) = —(T'0(r)0t(0)} is anti-periodic t?(r + (3) = —Q(r).

* 1. The Path Integral for the Gauge Field

1. The Path Integral for the Gauge Field
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Up to now, we have discussed the quantization of the bosons and fermions. Next, we will discuss the quantization of the gauge field with path integral methods.

For the case of a vanishing interaction, the action is quadratic, and the Green function is the inverse of the coefficient matrix of this quadratic form. Let us apply this fact to the electromagnetic field. In the imaginary time formalism, we set = (T,x,y,z) and = (u;, kx, ky,kz). Because in this formalism the space-time is Euclidian, we do not need to distinguish upper and lower indices. At the zero temperature, the action is given by

= S ijb / d4ar(9MA„(x) - d^A^x))2

/i,P **J**

= — J2 (Mc(\*) - fc„A/,(fc))(fcMA„(-fc) - KA^i-k)) . (2.4.1)

Splitting Ap(k) into its longitudinal component A^(k) = (kflkl//k2)Alx(k) and its transversal component Aj(k) = AM(fc) — A^, we can write (2.4.1) as

5 = — Y, (fc2<W - WA^A^-k)

= - £ (k%,„ - \*Mfc„Mj(\*M?(-\*) • (2-4-2)

This equation does not contain A^. Therefore, it is possible to define a Green function for the transversal component, but, curiously, not for the longitudinal component.

In Sect. 1.4, we performed the canonical quantization of the electromagnetic field using the commutation relations. So, what is the problem with the path integral description? The answer is that we fixed a gauge (div A = 0) in the previous case, and in (2.4.1) we did not say anything about the gauge. Therefore, when exponentiating (2.4.1) and performing the path integral / T>Afi, paths that are in reality equal and differ only by a different choice of the gauge pile up in the calculation. Because there exist infinitely many choices for the gauge, there is nothing strange about it when the path integral diverges, and indeed because (2.4.2) does not contain Aj^, the functional integral in Aj) diverges.

Therefore, the question is: How do we implement the gauge fixing conditions in the path integral? The answer is given by the Faddeev-Popov technique. In what follows, we will explain this method.
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2. Quantization with Path Integral Methods

Let us choose for AM one fixed function A)t(r, t). Performing a gauge transformation with /l(r, r), then A^(r, r) is transformed to At, **=** Afl(r. t) + dp A. Physically, this is identical to AM, and because the action is gauge invariant, S(Atl) = S(All). When performing the path integral JVAM, for all possible functions A the physically identical field Afl reappears again and again. We write

*Z = J VAf,e-s<-{A“})*

*= J* VA„ *J* VAe~Si{AA) . (2.4.3)

Here, f VA is responsible for the divergence.

In order to absorb this divergent integral, we introduce a functional F(Afl) of At, and write instead of f VA

J VA —> J VF(AI1) exp J dr dr

J VA det

**(s)“p [-/\*■\*£**

(2.4.4)

This rewriting contains arbitrariness, because every function leading to a convergent result can be used. Because we want to recover the integral f VAm J VA = J VAfJ (this means that we want to perform the functional integration in A^ without restrictions), we choose (2.4.4) in such a way that it is independent of Afi and contains a functional integral in A. Concerning F, from the requirement that —F2/2a should be quadratic in A(J; normally F is set to be

F = dllAp . (2.4.5)

F = 0 leads to the Lorentz gauge. In the above case we obtain bF = F(A + bA) — F(A) = d2bA and therefore de.t[6F/bA} = det[<9^]. Because this is an ^-independent constant, we finally obtain

Z =

J VAfl exp

*{d^Arfdrdr*

(2.4.6)

Here, instead of (2.4.2), in the exponent we obtain

**— (fc2<W ~** k^Aji^Aji-k) **- —** ^2 k^kvA^{k)A];(-k)

^ k"l'v (2.4.7)

and a Green function for A^ can be defined.

As demonstrated, for the case when the gauge is not totally fixed, the functional integral over the remaining degrees of freedom is made to converge by adding a new term to the action (in the above example this is the gauge fixing term F2/2a). This is the so-called the Faddeev-Popov technique.
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Quantization using path integral techniques is possible also for a spin system. For simplicity, we consider a system with only one spin I = 1/2. In this case, the space of states can be written as a two-vector with up-spin component f and down-spin component

*a*

***P***

W = a\ T> + /?| !) =

(2.5.1)

Here, a and p are complex numbers, and the normalization is \a\2 + \P\2 = 1. The system has three real degrees of freedom. Using the variables b, 9 and p we can write

|^) = |ft,e,^=ei,’(e-i^2cos-|T>+e^2sin^||)) , **(2.5.2)**

where elb is an overall phase factor and therefore has no influence on the

physics. More precisely, b corresponds to the degree of freedom of the gauge transformation. It can be proved as follows that |6,6, p) is a complete set with b fixed and 6 and p variable:

£ sin 9 d<? M, v?) (b- 8M = I t> <t I + I I) U I

**= 1 . (2.5.3)**

Furthermore, the expectation value of the spin operator I = ^er is given by

(b, 9,p\I\b,9,p) — 1 (sin 9 cos ip, sin 9 sin ip, cos 9)

= \n . **(2.5.4)**

cr are the so-called Pauli matrices

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 0 | T |  | 0 -i |  | 1 | o' |
| 1 | 0 | , av = | i 0 | , = | 0 | -1 |

written as a three-component vector.

As shown in (2.5.3), |6,9, tp) is a complete set; however, for different (9, jp), the states |6,6, ip) are not orthogonal. However, when returning to the discussion of Sect. 2.1, it is clear that for the insertion of intermediate states into the path integral, (2.5.3) is sufficient. An important step for the calculation of the sum of states in |r) = |6(t),0(t),i^(t)), is the following estimation of the time evolution during the infinitesimally small complex time **At:**
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*(t + At*| e^rH|-r) (r + *At\(1 - AtH)\t)*

= (r + z1t|t) — ^ir(r + At\H\t)

<r| + 4r(^r)

|r) - At(t\H\t) = l + 4r[(f|r) - (r|H|r)]

(2.5.6)

Because of

° = = +

= 2 Re(r|f)

(2.5.7)

the first terra in the exponential of (2.5.6) is imaginary and therefore leads to a phase factor. Because this phase was originally written as (r + At j r), in the time evolution of the system it has the meaning of the “overlap integral’’ of the wave functions at infinitesimally separated times, or in mathematical language is has the meaning of a “connection’’. For the single-particle path integral (Sect. 2.1), the corresponding factor is given by

(x(t + At)|2:(t)} = j dp(r) (x(t + 2\r)|p(r))(p(r)|x(r))

\_ f dp('r) iP(T)[j.(T+^T)\_x(T)]

*J 2nh*

= / ei4rp(r)i(r> (2.5.8)

*J 2ir h*

Notice that this is just the factor ipx.

Now. let us determine (f | r) explicitely. With (2.5.2), we obtain

dr

It) =i6|r)+ei6|^ ycos- - -sin-^e iv>/2|

T>

+(f sii^ + r°4)cW2|l)}

Taking the inner product with (r|, we obtain

(T|f) = ~(t\t)

(2.5.9)

= ib + cos

i<3 *6 6 6\ 6 (id> 6 6 6*

TCOS2“2Sm2j+Sm2USln2 + 2C°S2

= i ( *b* — *-ip cos 6*

(2.5.10)

Here, we will fix the gauge b with the following requirement. As is clear from equation (2.5.4), the physical meaning of 6 and tp is the direction of
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the spin, and we require that 16, <p) should be unambiguously defined by the direction « of the spin. Then, the boundary condition n{(5) = n(0) in the path integral equals \6(P),ip(/3)) = |#(0), p(0)), the periodicity of the wave function, which is convenient. In order to obtain an unambiguous expression, the factor e±Vfl2 in (2.5.2) is problematic. This is due to the fact that when shifting <p —> <p ± 27r, the direction of n is the same; however, e±l¥>^2 changes its sign. In order to resolve this problem, we could set b = ±ip/2, so that e±i¥>/2 becomes either 1 or e±,lp.

Now, let us choose b = <p/2. In order to calculate the sum of states, we have to perform the path integral in 6(r) and ip(r) under the boundary condition |r **= (**3**) = \t** = 0). Every path corresponds to a closed path on the unit sphere, described by the vector n of (2.5.4). Then, the integrand of the integral in (2.5.6) becomes e~s, and the action S for I = 1/2 becomes

foo [0

S= — I (f|r)dr+ / (r|^|r)dr Jo Jo

r0 r0

= iI I (1 — cos6)ipdr + I if(/n(r))dr . (2.5.11)

[Jo Jo](#bookmark60)

The above equation also holds for general spin I.

The first term in (2.5.11) is called the Berry phase and has the following geometrical meaning, as shown in Fig. 2.5. Noting that Arip( 1 — cos#) describes the solid angle between the z axis, n(r) and n(r + At), we may also express the Berry phase by the solid angle lj subtended by the closed path described by n:

\Iu) .

The solid angle is determined moduli 47T, the surface of the unit ball. However, because 21 is an integer, e47r,/ = 1 and therefore this ambiguity does not affect physics. Saying it the other way round, we conclude that the spin I cannot reach any value, but is quantized in such a way that 21 is an integer.

Furthermore, the canonical conjugate relations of p and x in ipx are also reflected in the commutation relations of the components of the spin. The
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Fig. 2.5. The topological meaning of the Berry phase
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term i/ cosOip signals that in the angle <p of the spin in the **xy** plane and Iz = / cos# are canonical conjugate. Indeed, from (2.5.4) for I = 1/2 we obtain

= Ix ±Uy = Je^sinfl , (2.5.12)

the definition of the operators ip and 6. The commutation relation of the spin

*[iz,i±} = ±i±* (2.5.13)

equals

[72,e±i^] = ±e±'\* (2.5.14)

and this induces

[<pj']= i- (2-5.15)

The second term in (2.5.11) is the expectation value of the Hamiltonian H = H(i) in the state |r) expressed with the spin variable I = In. Let us ensure that the classical equations of motion can be obtained from the action (2.5.11). First, the variation with respect to the solid angle leads to

*bui*

*rfl*

= / dr [</><50sin0 — <5i/:cos0]

***Jo***

*f0*

*= I* dr *[ip66 — 66tp\* sin#

***Jo***

= Jdr4n(r). xn(r)j

(2.5.16)

Therefore, 6S = 0 leads to the equation

dr

*dn(* 7

(2.5.17)

We now transform from r = if to real time and take the cross product with n(r) on both sides:

rdn(f)

dt

= n(t) x

*dHjlnjt))*

*dn(t)*

(2.5.18)

This equation equals the classical equation of motion of the spin. The torque acting on the spin is on the right-hand side.

1. Symmetry Breaking and Phase Transition

Qualitatively new features arise for the case when the system has infinitely many degrees of freedom, namely spontaneous symmetry breaking and phase transition. These concepts are of great interest in solid state physics, dealing with many-particle systems with about 1023 particles. In this chapter, starting with the concept of the order parameter and the basics of the Landau theory, we proceed to a discussion of the Goldstone mode and the absence of order in low-dimensional systems. In the second half of the chapter we will focus on phase transitions, where the topological defects play important roles and it is not easy to find the order parameters, as is the case for the Kosterlitz • Thouless transition, and the confinement in gauge theories on a lattice.

* 1. Spontaneous Symmetry Breaking

One of the most important aspects of field theory is symmetry breaking. We now introduce the XY model as an example. We define a d-dimensional cubic lattice and put on every lattice point a spin /\* = /(cosdj, sin Oi). For a while, let us consider a classical spin system. Quantum properties will be discussed next. The Hamiltonian of this system can be written as

H = -J^Ii-Ij = -JI2^2cos(ei-0j) , (3.1.1)

(ij) (ij)

where (ij) runs over all neighbouring lattice points. The partition function of the system is given by
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(3.1.2)

Here, we have added a “magnetic field” hi and expressed Z as a function of hi. The average of It, that is, the magnetization can be calculated as

***Mi*** = ***(Ii)***
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(3.1.3)

where N is the number of lattice points, and F is the free energy of the system.

**3. Symmetry Breaking and Phase Transition**
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Now, let us first consider the case hi — 0. Then, because 0, — Oj remains unchanged when all spins are shifted simultaneously from Oi to Oi + tt, the Hamiltonian is invariant under this transformation. Therefore, we obtain

(Ii) = (I (cos Oi), I (sin Oi))

= (I{cos(0i + tt)), /(sin(0j 4- 7r))) = — (I (cos Oi), I (sin Oi))

(3.1.4)

***= ~(Ii)* ,**

and we conclude that (Jj) vanishes. In this manner, when the Hamiltonian is invariant under a transformation, a physical quantity that is not invariant under this transformation is zero on average. However, following this argument, everything in this world would become (in a thermal equilibrium state) homogeneous and extended owing to translational symmetry, or everything would become round owing to rotational symmetry. The reason why so many structures are present in the real world is that we are dealing with the macroscopic world, and that qualitatively new features arise because of the large number of N ~ 1023 particles. Mathematically speaking, only in the limit N —\* oo does a singularity in the partition function Z or the free energy arise; however, we will not give a precise mathematical discussion, but focus on the description of the physical picture.

As can be seen in (3.1.2), the ratio of the interaction JI2 and the temperature T = 1/(3 determine the degree of disorder of the Oi. That is, for the case when two neighbouring spins are parallel (Oi —0j = ±ir), the energy loss is 2JI2, and as a result the probability is as small as e~2JI . Writing the trace in (3.1.2) explicitly, we obtain the ^-dimensional integral
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(3.1.5)

In the Ar-dimensional integral of (3.1.2), when the spins are in a parallel arrangement, the energy H becomes small and the integrand e~^H large; however, the number of such arrangements is limited, that is, the volume in this iV-dimensional space.

The entropy S is given by the logarithm of the volume in the N- dimensional space, and as a result of the competition between the entropy trying to attain a maximum and the energy trying to attain a minimum, at some temperature T a phase transition occurs. Because in thermal equilibrium at finite temperature, not the energy E, but the free energy F = E — TS must be minimized, at high temperature the second term becomes important and the disorder of the system increases; therefore above a temperature Tc
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the systems passes from an ordered state to a disordered state. However, also at temperatures higher than Tc the spins I, and Ij are not totally independent, but the effect of J is still present. Therefore, nearby spins have the tendency to become parallel.

The function that measures this correlation explicitly is defined by

*C{Ri,Ri) = C(Ri-Rj) = (I(Ri)-I{Rj))* , (3.1.6)

where it\* is the coordinate vector of site i, and the first equality in (3.1.6) is a result of translational invariance. With (3.1.2), we obtain

1 *cfi P*

CM -«,) = -f E ah^dK(Ri)+mm -(W) ■ (3.1.7)

The second term vanishes for temperatures higher than Tc.

When Rt and Rj are sufficiently far from each other, the correlation function decays for T > Tc as

C(Ri - Rj) ~ exp

€

(3.1.8)

This fact can be proved in the limit of high temperature as follows. Starting from the definition of the correlation function,

C(Ri - R»)

= I2(cos(6(R1)-e(R2)))
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cos (0(Ri) — 0(R2)) ,

(3.1.9)

we expand the exponential for the case when 0JI2 is small compared with 1 (T > jpy.

Tr [/»«»(\*-\*) Em-1 -! {EW> cos(fli-^-)}T

C(Ri — R2) — ; \*— ( 77

TV -A,-)}

This kind of expansion is called a high-temperature expansion. In every term

(3.1.10)

*'y'* cos *(6i — 6j* . *(ij)*

1

I (3.1.11)

, (ij) J

of the expansion, we think of as a bond with a direction arrow from

the site Rj to Rt and represent them by diagrams as demonstrated in Fig. 3.1. Let us take the trace Tr of (3.1.11). As written explicitly in (3.1.5), the Tr is
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**Fig. 3.1. Diagrams corresponding to the different types of terms arising in the expansion (3.1.11)**

an integral over all angels 6, at the lattice sites. For the point A, where only one site with an outgoing arrow is present, we obtain

**y2ir**

Jo ‘

d0A e~iflA =0

(3.1.12)

For the point B with two incoming sites, we obtain

*r2v*

**/**

*Jo*

dflB e

**2i0u \_**

0 .

(3.1.13)

Both integrals vanish. Only for the integral of the point C, where the number of ingoing and outgoing arrows is equal, do we obtain a finite contribution

*2n*

d0cei(t>c~ffc) = 2tt (3.1.14)

leading to an effective contribution in the integral.

Therefore, only diagrams that are constructed of points similar to C make a contribution, as shown for example in Fig. 3.2.

Above, we discussed the denominator of the expansion in (3.1.10). Concerning the numerator

the same considerations as for (3.1.11) lead to the conclusion that only connected paths from point 1 to point 2 (or vice versa) lead to a finite contribution. As shown in Fig. 3.3, a separated closed loop may also be present, leading to a higher power contribution in /3J72(<C 1). The dominant contribution of the numerator of (3.1.10) comes from the shortest path linking point 1 and point 2. For the case when Ri and i?2 are far enough apart, the

□

**Fig. 3.2. Diagrams leading to a finite contribution in (3.1.11) after taking the trace**

2
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**Fig. 3.3. Diagrams leading to a finite contribution in the 1 • > numerator of (3.1.10)**

step number m is about the order of |iti — R-i\- Because in the expansion (3.1.11) the number of similar diagrams is given by ml, the factor 1/m! from the expansion of the exponential cancels, and we obtain finally

*C{Ri* - *Bi)*

*0JI2\m* fi21

= exp
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(3.1.15)

Comparing this equation with (3.1.8), for £ we obtain
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and, as expected, this number becomes smaller for higher temperatures.

£ is called the correlation length. In the distance £, the spins reverse their direction. In other words, in a region of size £ (called a domain) most of the spins are aligned in the same direction. With lower and lower temperature, the size £ of the domain becomes larger and larger, and finally at Tc it becomes infinite.

In this manner, when the size of the domains becomes larger, when an external magnetic field is applied, large numbers of spins are aligned at once in its direction, and therefore also the susceptibility x becomes larger. At Tc, the correlation length £ diverges and x also becomes infinite, and below Tc the macroscopic system as a whole becomes a domain. An infinitely small magnetic field leads to a reversion of the macroscopic magnetization M from —Mo to Mq. The occurrence of a magnetization M in the ordered phase can be explained by assuming the presence of such an initial infinitesimal magnetic field. Mathematically speaking, this corresponds to first taking the limit N —> oo and then approaching h —» 0 (lim/,\_o lim/v-.cxj- This corresponds to the “Bogoliubov quasi-average”. In this way, it is possible to avoid the dilemma of (3.1.4). Physical quantities like this magnetization, which are not zero in an ordered phase with broken symmetry, are called order parameters.

In order to make this discussion more precise, let us consider the magnetization curve in Fig. 3.4. In what follows we discuss the isotropic system, where for example the magnetic field points in the x direction h = (h, 0,0)

3. Symmetry Breaking and Phase Transition

and the magnetization is therefore given by M = (M, 0,0). The susceptibility at vanishing external magnetization is given by dM/dh |/1=o- At T = **Tc,** for small h the magnetization is proportional to M oc hl/b with 8 > 1, and therefore x °°-

For T < Tc, at h = 0 the magnetization curve is not continuous. Physically speaking, as described above, this is due to the fact that a macroscopic number of spins have a fixed relation relative to each other. If we try to obtain this result mathematically from (3.1.2), we might think that it is quite a difficult problem to determine a discontinuous curve.

The answer to this problem has been given by Landau, and it is astonishingly simple and clear. In a word, exchange the x axis and the y axis in Fig. 3.4 (or look at the figure from the side). Mathematically speaking, perform a Legendre transformation from the free energy F(h) to the Gibbs free energy

G(M) = F(h) + M ■ h . (3.1.17)

The above equation changes to

d G(M) = dF(h) + Mdh + hdM dF (dF \

= *dfdT+{dh+M)dh + h-dM*

= -SdT + *h-dM* , (3.1.18)

where we have used (3.1.3). From (3.1.18) we obtain

t dG{M) h~ dM '

(3.1.19)

Equation (3.1.19) expresses h in terms of M. Looking at Fig. 3.4 from the side, we see the derivative of the function G(M). Here, we assume that the function G(M) is smooth and differentiable with respect to M, so that the derivative of G(M) between M0 and —Mo is given by the dotted line.

For example, for

*G{M)=aM2 + bMA (b >* 0) (3.1.20)

*M*
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Fig. 3.4. Magnetization as function of the external magnetic field
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Fig. 3.5a, b

T<TC

T>Tc

*M*

**(a)**

**(b)**
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the corresponding curves for a > 0, that is T > Tc, and a < 0, that is T < Tc, are shown in Fig. 3.5a. For T < Tc, the origin M = 0 becomes a maximum, and two new minima arise at ±M0. Differentiating these curves, we regain Fig. 3.4 for T < Tc, as shown in Fig. 3.5b. In this case, the region between —Mo and +Mo is the mountain in Fig. 3.5a and therefore unstable, and will not be realized in a thermal equilibrium state. What physically happens is that for h = — 0 the extremum —Mo, and for h = +0 the extremum +Mo, is energetically stable, and therefore the magnetization M is discontinuous at h = 0. In this manner, the Landau theory describes a scenario where G(M) is a smooth function of temperature and magnetization without discontinuities and singularities; however, by minimizing it with respect to M, singularities and discontinuities arise in F(h) and dF(h)/dh, respectively.

The careful reader will have recognized that the equations below (3.1.17) are independent of the position, and that the assumptions hi = h and Af, = M have been made. At the very beginning, the free energy deduced from the partition function (3.1.2) has been written as a function of hi,...,h^. Consider h(r) as a function of the position r instead of hl, then F becomes a “functional” of h(r), that is, a function of a function. We write for this functional F({h(r)}). Analogously, we generalize (3.1.17) by writing
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(3.1.21)

and G also becomes a functional of M(r). Here, we state implicitly that h(r) on the right-hand side of (3.1.21) has been expressed by using M(r) in

(3.1.22)

M(r) = -6F({h{r)})/6h(r) .

Equation (3.1.21) is, of course, the generalization G({M(r)}) of the Gibbs free energy, but in quantum field theory this function is called the “vertex function” (with reversed sign), being of central importance for the discussion of phase transitions and the renormalization group. By applying a functional derivative with respect to M(r') in (3.1.22), we obtain
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*8M(r)*

*dM(r')*

*- 8{r* — r

**"/**

**-/**

dr

dr

, *62F({h(r)})*

*8h(r)8M(r') „82F({h(r)}) 8h(r")*

*8h(r)8h(r") 8M(r') „62F({h{r)})* 62G({M(r)))

*8h(r)8h(r") 8M{r")8M(r')*

(3.1.23)

Setting h(r) = 0. we obtain with (3.1.7)

*8(r — r') = J* d*r"Gc{r — r")r^2\r"* — *r')* .

(3.1.24)

Here,

Gc(r - r') = {I(r)I(r'))h=0 - </(r))k=o</(r#))h=0

(3.1.25)

is the Green function and

r(2)(r**-r'**

*62G({M(r)})*

*P8M(r)6M(r')*

h=0

(3.1.26)

is called the vertex function. Consider a matrix Gc, r^2\ with Gc(r — r') (r<2>(r - r')) as its r,r'-component. Then we can express (3.1.24) with 1 being the unit matrix as

1 = Gcr(2> . (3.1.27)

Gc is the inverse matrix of r1-2"1. Taking the Fourier transformation on both sides of (3.1.24), owing to the theorem of convolution integrals we obtain the following algebraic relation:

G0(fe)r<2)(fc) = 1 . ' (3.1.28)

with k being the wave vector.

Now. what will be the explicit form of Gc(fc) and F(2l(fc)? For k = 0, that is, for a uniform field, G(M(r)) can be assumed to be given by G(M) in (3.1.20). When a space dependence is present, G(M(r)) can be expanded in terms of VAf(r), and to lowest order we obtain

F(2>(fc) =2f3(a + c\k\2) . (3.1.29)

For T > Tc, the Fourier transform of Gc(k) = [/^(fc)]-1 = [2[3(a+c. |fc2|)]-1 behaves like (3.1.8), and therefore we obtain
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In the Landau theory, a is a function of temperature that passes through T = Tc without singularity, and therefore in the vicinity of Tc can be written as a — a'(T—Tc). We conclude therefore from (3.1.30) that £ oc |T — Tc\
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Furthermore, because the magnetic susceptibility of the wave vector k is proportional to Gc(k), we obtain
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(3.1.31)

and therefore

(3.1.32)

(3.1.33)

X(fe = 0)oc^oc|r-rc|-1 ,  
x(k,T = Tc) oc |fc|~2 .

Equation (3.1.32) is the mathematical expression for “increasing the magnetic susceptibility due to the growth of domains”, which was pointed out below (3.1.16).

Above, we gave an incomplete overview of the so-called classical theory of phase transitions. In the vicinity of Tc, the above theory is not exactly valid (for the case when the dimension is large enough, for example in d = 10, the theory is correct). In the classical theory it is assumed that “the functional G({M(r)}) has no singularities and can be expanded in M(r)”, and it is this point that becomes problematic. This is the starting point of Wilson’s theory of the renormalization group. We will not go into detail, but refer to the literature [G.4], [G.5], [8].

Next, we will explain another point that is related to symmetry breaking, namely rigidity. As explained earlier, symmetry breaking means that an infinitesimal magnetic field h initiates a macroscopic magnetization M, and we considered an infinitesimal magnetic field being homogeneous in space. Now, we want to change the point of view and consider a quite strong magnetic field; however, the space region where it acts is extremely small, and can be ignored in the limit N -+ oo. As an explicit example, we consider a d- dimensional sample where at one surface (for example on the right-hand side) a strong magnetic field aligns the spins in its direction. The number of spins at one surface is N('d~r>^d and can be ignored for N —» oo compared with N. However, in the ordered phase, starting from this small magnetization, the whole sample will align in this direction, and also the spins at the left-hand side will align in the same direction as the spins at the right-hand side. When the spins at one side are reversed, this reversing will go through the sample to the other side. In this sense, the spin system in the ordered phase is quite similar to a rigid stick: we could say that the spins became “solid”.

Furthermore, when the spins at the right-hand side and the left-hand side have a slightly different alignment (just like the twist of a stick), calling this angle 0, then for small 6 the increase in free energy is proportional to AF = K02. This k is called the coefficient of rigidity, and is a generalization of the coefficient of elasticity. The scenario described above can be summarized as: “owing to symmetry breaking, the systems gain rigidity”. The Meissner effect in superconductivity can be understood in exactly the same manner, with k replaced by the superfluidity density ps. This will we explained in

Sect. 5.1.
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**3.2 The Goldstone Mode**

In this chapter we discuss the low energy excitations in the ordered phase. However, the Hamiltonian (3.1.1) does not contain any dynamics with respect to 6. The reason why (3.1.1) is sufficient for the description of the classical statistical mechanics can be explained as follows from the point of view of path integrals.

As was explained in Sect. 2.1, the partition function Z of a single-particle system can be written in the imaginary time formalism as

*Z* = *f T>p(t)T>x(t)* exp ^ — *J*

= *[ T>x(t)* exp *I ~ f \—x2(t)+V(x)}*

*Jx(q)=t(3) [Jo l l* j

**i*p(t)x(t) + — +V{x)***

dr

**dr**

(3.2.1)

(3.2.2)

At high temperatures, when f3 is small, it is important to notice that there is almost no r-dependence in x(r). As shown in Fig. 3.6, when the margin in the direction of the imaginary time becomes “small”, the freedom to oscillate decreases. Of course, the importance of the r-dependence is determined by the influence of T(x).

**r**
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*Bh*

o

**(b)**

**Fig. 3.6a, b. Characteristic path for the low-temperature case (a) and the high-temperature case (b)**

As a representative example we now discuss the harmonic oscillator potential V(x) = (m/2)uj2x2. The larger u> is, the more the contribution of x(t) is concentrated in the area around x = 0. Therefore, the detailed structure of the path also becomes important. Thus for small (J the quantum effects remain important. Writing x(t) in its Fourier components

i(r) = (|lft)"1/2^e'“',Tin (Wn = ^n) (3.2.3)

n ' '

we obtain

Z = f dxn exp {“I + u2) M2

^ n . n

(3.2.4)

**3 2 The Goldstone Mode**
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In the sum of the above equation only the contribution cun = 0 is important in the case when |w±i | = 2k/(5h m, that is, for ksT » huj/2ir. In this manner, the quantum effects arise in the path integral owing to the (imaginary) time dependence. Having this in mind, it is plausible that when describing a d- dimensional quantum field, adding one dimension for the time direction, there exists a corresponding description in terms of a d + 1-dimensional classical field. For simplicity, we will set k& = h = 1 below.

So, what will the quantum dynamics be in our problem? Of course, the answer will be model dependent, and thinking in this paragraph of the Hamiltonian (3.1.1) as the description of the Josephson contact, 0, becomes the Josephson phase of the \*th microscopic superconductor. Then, using the relation between the phase and the particle number, as described in Chap. 1, we obtain the following relation to the number of Cooper pairs n,:

m = i— (3.2.5)

and we can write a generalization of (3.1.1) as

***i (ij)***

2

=-£25 (A) ■ p-2-\*)

\* w)

Here, C is the capacity of every microscopic superconductor, and J is the Josephson coupling energy.

Quantization of this Hamiltonian with path integral methods leads to the partition function
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J^cos(0i(r) -fl,(r)) I .

***(ij) >* •**

(3.2.7)

First, we consider the perfectly ordered case 0; = (6) and expand around this point the action up to second order in the variation 60i:

*Sq = f At  
Jo*

***i (ij)***

Performing a Fourier transformation

6Ut) *=* e~>WnTeik'0(itJn’k)

***n k***

(3.2.8)

(3.2.9)

the action becomes
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**So**

EE

*n k*

*d*

+ JE(1 — cos kia)

i=i
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*6(iu>n, k)d(-iuin, -k)*

(3.2.10)

Here, a is the lattice spacing. Owing to the correspondence with the harmonic oscillator (3.2.4) for frequency us, Sq describes an ensemble of harmonic oscillators with mass C and frequency

2 2J v—. .

Wfc = -£■ 2J1 - cos kta) .

*i=i*

In particular, for small |fe|, cosfc;a can be expanded, and as result

^ = — |fc|2 (3-2.11)

and we obtain acoustic waves with velocity (Ja2/C)1/2.

In the same manner, it is generally known that in the phase where a continuous symmetry is broken (in this case the symmetry of 0 rotation), in the limit |fc| —♦ 0, a mode with us^ —> 0 exists. This theorem is called the Goldstone theorem, and the mode is called the Goldstone mode. Other examples are phonons in a solid body occurring due to broken translational invariance (u% ~ |fc|), or ferromagnetic spin waves (u>k oc | fc21) and antiferromagnetic spin waves (u>k oc |fc|), occurring due to rotational symmetry breaking in the spin space.

Intuitively, Goldstone’s theorem can be explained as follows. First, each direction of magnetization (0) is as good as every other, and even when a special direction is chosen due to symmetry breaking, there exist an infinite number of energetically degenerate states. Because k —> 0 acts exactly in the same way on all 0,, it can be seen as the excitation that tries to shift the system to one of the other possible ground states. Of course, the excitation energy for the transition into a state with the same energy is zero.

In this way, we can say that the Goldstone mode tries to “walk around” in the other possible states and at the same time tries to “restore the symmetry”. At the absolute zero point, the zero point oscillation of the Goldstone mode, and at finite temperature, thermal excitations also jure intending to break the order.

The zero point oscillation is not present when the order parameter O commutes with the Hamiltonian H. Both operators can be diagonalized, and therefore it is possible that the ground state is an eigenstate of both H and O, and in this case a finite value for the eigenvalue of O is possible. The spin waves of ferromagnetism are such an example; the total magnetization M = Yli 11 and H do commute, and for the ground state, no problem occurs with a state where all spins are aligned in the same direction. On the other hand, for example in the above case, Mx = JT I cos 0\* and My = £T I sin 0, do not commute with the Hamiltonian (3.2.6). Also in the case of Heisenberg

1. **The Goldstone Mode**

antiferromagnetism, the alternating magnetization Ms = ^(-1)’/, does not commute with the Hamiltonian. In such cases, zero point oscillation becomes important, and in extreme cases, because of quantum fluctuations, the order can be destroyed, and a homogeneous quantum liquid may arise.
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Now, let us estimate explicitly the fluctuation around the ordered state due to Goldstone modes for the Hamiltonian (3.2.6) or the action in (3.2.7). First, we calculate the decrease in the order parameter

/ ei{{9)+60i) + e-i({0)+S0i) \

(cos0j)o = ^ J

= ^[eiW<el4tf-)o+e“iW<e"“9\*)0] . (3-2.12)

and similarly for (sin 0,)o- Here, ( )o is given in terms of the action So (3.2.10)

by

(A)o= I V66[<i-Sn A\I Jvse«

**,-So**

(3.2.13)

Because, finally, this leads to averaging in a multiple Gauss distribution, we obtain

(eiSe')0 = (e\_IWi) = e<-!/2>«Md2)0

(3.2.14)

and from (3.2.12)

(cosdi) = exp[(-l/2)((<5#i)2)o] cos(0) , (3.2.15)

(sindi) = exp[(-l/2)((<50i)2)o] sin(0) . (3.2.16)

With (3.2.9) and (3.2.10), we obtain

(m2)0 =-fc))0

^ iu;n k

l v- f d2fc 1

(3.2.17)

(2n)d C(u% + u>l) •

Here, we make a somewhat tedious remark. Because, originally, <5#i(r) was real, 0(iwn,fc) and 6{—iwn,— fc) are not independent. Writing

0'(iu;n,fe) and 6"(iojn, fc) for the real and complex part of 6(iojn,k), respectively, we obtain the relations

0'(iu>n,fc) = 0'(-iu>„, -fc) ,

(3.2.18)

0"(iu„,fc) = -0"{-\uin,-k) ,

and (3.2.10) becomes

**5o = E E** J **(W» +** “D **{(\*'(iW-** fc))2 **+ fc))2}**

iun k

**= E E c(wn+w**2**){(fl,(iw„,fc**))2 **+ {fl/,(ia;n,fc))2} . (**3**.2.19)**

iu>„ fc,fex>0

Here, by restricting the summation to kx > 0, 0'(iwn, fc) and 0"(iwn, fc) on the right-hand side of (3.2.19) are independent and real integrands. Therefore, writing (3.2.17) in a little more detail, we obtain

<W)2)„=“E £ ((^(^,fc))2+(0"(^n,fc))2)o

*0N \**

iu>n k,kx>0

**E E**

iwn fc,fcx>0

2 C(W2+W2)

x 2

1 1 \* 2

*llyy* *I*

*y f—*

e/ (2tt

*ddk* 1

**/?** yJ Viryc^i+aji) ■

(3.2.20)

Notice that (x2) = 1/2a holds under the e ax2 distribution. Furthermore, in

the limit iV —> oo we assumed that

i ^ r ddk

*N y N- >y J (2n)d*

holds.

Next, we have to perform the summation of the iu>n in (3.2.17). Here, the lj„ are discrete frequencies with distance 2nT to each other, given by (3.2.3). This is due to the fact that in the direction of the imaginary time, the sample is bounded by 1/T = ft for the case of finite temperature, and only in the limit of zero temperature does the sum in iu>„ transform into an integral.

Fortunately, for the case of finite temperature, the exists a trick to rewrite the sum in an equivalent integral. The trick is to use the residual theorem of complex analysis. With g(z) being a complex function and Co a closed path enclosing the complex plane anti-clockwise, the following equation holds:

<p g{z) dz = 27riy^Resg(Zi) . (3.2.21)

*JCo* i

Here, Res <y(z,) is the so-called residue at the pole z7. For the case when the pole at z, is of order n [that is, in the vicinity of z, the function g(z) behaves like g(z) oc l/(z — Zi)n], it is given by
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Res5(zi) = hm —— [(z - Zi)ng(z)\ . (3.2.22)

The sum over the poles z% contains only poles inside the closed path Co- The idea is to regard as the sum over poles, and to write down on the left-hand side an appropriate complex function. In order to do so, we still have to construct a complex function with poles at zn = iuin = i{2ir/8)n. The function (e‘3z — l)"1 has poles of order one in zn. and the residual is independent of n and given by /3—1. Using this fact, we can write the relation
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However, in the above equation, attention must be paid to several points. First, f(z) must be finite at z = zn = iwn. Then, (el3z — l)-1 has a first-order pole at zn, and using (3.2.22), we obtain

Res

/(\*) '

e0z \_ i

= lim

\*-\*\*n

*z- zn*

*e&z* - 1 *z — z*

/(\*)

= lim -T/(\*) = -zfM • (3.2.24)

*Zn P\Z Zn) j3*

Next, the path Co must contain all zn, but no pole of the function f{z). Corresponding to (3.2.17), we choose

™ = cpi^I) • (3-2-25)

However, at z — ±Wfe there are poles of first order. Choosing the path Co as shown in the Fig. 3.7, this condition is fulfilled. Next, we use Cauchy’s integral theorem and change the integration path from Co to C\. Now, at z ~ ±Wfe the function (e@z — l)-1 is regular; however, f{z) has first-order poles, and finally, we obtain

Im **z**
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Fig. 3.7. Two different paths in the complex plane for the integration of (3.2.23)
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(3.2.26)

ub{E) is the Bose distribution (e^£-l)'‘, and for E <C T, the approximation tib (E) ~ T/E holds.

From the above considerations, we conclude

d *dk*

(27r)d

*a*

Cw/b

(3.2.27)

There is the possibility that the contribution of the above integral for small k diverges. To examine this, we set

**/**

d *dk*

*[k° \k\d~ld\k\* , *Jo*

rtB(wfc) -» T/\k\

uk -► |\*|

where kc is a cut-off of the order of a 1.

Using this behaviour, we estimate from (3.2.27)

, (3.2.28) (3.2.29)

We conclude that for d < 2 at finite temperature, and for d < 1 at zero temperature, the expressions diverge, respectively. Especially for d = 2 (T > 0) and d = 1 (T = 0), logarithmic divergence occurs. In this manner, when the dimension is lower than a critical value di, the order disappears. This d\ is called the lower critical dimension. The gentlemen who proved exactly the inexistence of order in a low-dimensional system gave their name to this theorem; it is called Mermin-Wagner theorem.

Now, we understood that the order parameter is zero for d = 2 (T > 0) or d = 1 (T = 0), so what about the correlation function in this case? Will it decrease exponentially as in (3.1.8) when no order is present? We will examine this issue next. In the same manner as in (3.2.12), we can write

((60i)2} ~ f |fc|d 1 d|fe[rr^r (finite temperature)

J i"!l 1\*1

~ [ |fe|d”1d|fe|yp7 (zero temperature) .

*C(Ri-RJ) = I2(cos(0i-0j))o*

*— j2 e(-l/2)((6$t-60j)2)o* (3.2.30)

and instead of (3.2.17) and (3.2.27), we obtain

1. The Goldstone Mode

(M-SOtf)
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= - Ri))\ (0(iun,k)e(-iujn, -k*))0*

P n k

**/**

*ddk 2ar* (2tt *)dCuk*

*nB{uk)* + -

(1-cos[k-(Ri-Rj)]) . (3.2.31)

For large distances (|iZj — ifyl ;§> a) the above integral is dominated by the contribution of the region |fc| «a 1.

Different from (3.2.27), 1 — cos[fc(ili — FT,)] behaves like |fc2| for small |fc|, and therefore the |fc|-integral that was divergent without this factor now receives an infrared cut-off (oc \R, — Fiji”1) due to this factor. We obtain the estimation

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | ((Mi - 60j] | >2>o |  | ffcc |  | (T > 0) | (3.2.32) |
|  |  |  |  | rkc |  | (T = 0) . | (3.2.33) |
|  |  |  | J1 | \R,-Rj\-1 |  |  |  |
| Even more explicitly, | | for | T> | 0 (3.2.32) and (3.2.33) become | | |  |
| ((Mi ~ | Mj)\~' | pkc  JlR, | -Kjl | Td|fc|  -\* l\*l2 | ~T\Ri~Rj | | (d = l) | (3.2.34) |
|  |  | rk c )\R, |  | Td|fe|  -\* Ifcl | ~ Tin |i2j — Rj\ | (d = 2) | (3.2.35) |
| and for T | = 0 |  |  |  |  |  |  |
| (m - | -Mj?) 0~ | pkc  J\Rt |  | d|fe|  -\* 1\*1 " | u In \Ri — i2j| | (d=l) . | (3.2.36) |

Inserting these results into (3.2.30), we obtain for the case T > 0 and d = 1 the behaviour C(Ri — Rj) oc for the case d = 2 we obtain

C(Ri - Rj) oc |Ri — Rj\ r'T and for the case T — 0 and d = 1 we obtain C(Ri — Rj) oc |Ri — Rj\~6. Here 7, 77 and 6 are some constants.

Therefore, at the lower critical dimension, the correlation function shows a power-law behaviour, and even if it decays, this decay is extremely slow compared with the exponential decay. The correlation function therefore reaches long distances. Indeed, in terms of £ as defined in (3.1.8), we obtain correspondence to £ = 00. Comparing with the high-temperature expansion of the classical model discussed in the first part of the chapter, consider a d = 2 classical XY model at finite temperature. Although the order parameters (cos Oi) and (sin $,) are always zero, when studying the correlation function, we obtain as result a power-law decay at low temperature and exponential decay at high temperature, suggesting that between both, a phase transition

3. Symmetry Breaking and Phase Transition

(of a new type, because the definition of on order parameter is difficult) occurs. This phase transition is called the Kosterlitz-Thouless transition, being an extremely important phase transition, where the crucial point are topological defects. Because this idea strongly underlies gauge theory on a lattice, we will discuss it in detail in the next sections.
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3.3 Kosterlitz-Thouless Transition

We now understand the properties of symmetry breaking at low temperature and of the order parameter characterizing the phase transition discussed in Sect. 3.1. In the present and the following sections, we examine a phase transition where it is difficult to define such an order parameter.

We consider a classical XY model on a two-dimensional orthogonal lattice, described by the following Hamiltonian:

H= -j]T cos{9t -6j) , (3.3.1)

to)

where (ij) indicates nearest-neighbour sites. We already demonstrated in Sects. 3.1 and 3.2 that the correlation length of the correlation function is characterized by a power behaviour at low temperature

~ |ij, \_ Rj\~T/2\*J , (3.3.2)

and exponential decay at high temperature

. (3.3.3)

For the derivation of (3.3.2), the assumption has been made that in

cos(0i ~0j) « 1 - -(0i-0j)

(Hi

(3.3.4)

the difference in 0 between neighbouring sites is small compared with 7r (the spin wave approximation).

In this approximation, the Hamiltonian becomes quadratic and we always obtain (3.3.2), and no phase transition would occur. Therefore, we conclude that the high-temperature phase transition described by (3.3.3) occurs, because configurations start to be excited where spins at neighbouring sites do make a difference in 0 of magnitude 7r, and can no longer be described by a continuous function 0(R). Indeed, for the derivation of (3.3.3) in Sect. 3.1 we used the high-temperature expansion where (i) the angle 0 is defined on the lattice and (ii) the range of 0 is limited to the interval from 0 to 2n (reflecting the 2n periodicity in 0).

1. Kosterlitz—Thouless Transition

So, what kind of distribution will it be that cannot be described by a continuous function 9(H)? We have to handle three points to answer this question. First, when 0t is expressed by 0{R) in the continuum limit, owing to (i), 9{R) may also have singularities R = Rq. That is, when the singularity is placed inside the plaquette, where originally no spin has been defined, we do not run into difficulties. Second, owing to (ii), 9(R) may also be multivalued. Of course, this multi-valueness is limited at one point R to be an integer multiplied by 27r.
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The last point is that in the continuum limit, besides the singularity at R = Rq, the function B(R) is determined by the Hamiltonian

H = - J(V9(R))2d2R (3.3.5)

as a solution of the variational equation 6H = 0. The trivial solution which for all sides i, 8, = 60, obeys 6Ti = 0. However, we are looking for different, non-homogeneous solutions. It is evident that EH is given explicitly by the

Laplace equation

V26{R) = 0 . (3.3.6)

In two dimensions, the Laplace equation can be derived by the Cauchy- Riemann equation. Recall that both the real part and the imaginary part of a regular function of z = x + vy (R = (x, y)) obey (3.3.6).

We conclude that the solution can be given by

6(R) = 0{z) = ± Im ln(z - z0) . (3.3.7)

Here, zq = xo + iyo is the position of the singularity, and by moving once anticlockwise around the singularity, the phase of z — zo gains 27r, and 8(R) just changes by ±27t. In such a way, a whirl emerges around the point z = zo, being the so-called vortex.

Next, we derive the excitation energy corresponding to the solution (3.3.7). It is sufficient to insert (3.3.7) into (3.3.5), with the result

J fRc 1

^vortex =2 J 2nRdRjp

= 7r J In — . (3.3.8)

a

Here, a is the smallest size where the continuum limit (3.3.5) is valid, that is, the lattice spacing. Rc is the size of the sample. Then, the vortex energy is logarithmically diverging with respect to the sample size!

Therefore, can we forget about the configuration (3.3.5) in the limit Rc - > oo? In this context, recall the discussion that followed equation (3.1.5). That is, not the energy E, but the free energy F = E — TS has to be considered. Therefore, we have to calculate the entropy 5vortex of one vortex. With W being the number of all possible microstates, the entropy is given by S =

3. Symmetry Breaking and Phase Transition

In H\ From the number W ~ R^./a1 of possibilities of placing the centre of the vortex, we again obtain a logarithmic dependence:
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Using (3.3.8) and (3.3.9) we obtain for the free energy of the vortex

■^vortex **—** ^vortex **RRvortex**

= (irJ — 2T) In — . (3.3.10)

a

From the sign of the coefficient of ln(f?c/a), we conclude that at Tc = nJ/2, a phase transition occurs between the phases where a vortex does or does not occur due to thermal excitation. This transition is the so-called Kosterlitz-Thouless transition (KT transition), the unique phase transition where a vortex, i.e. a topological defect, plays the main role.

However, the above discussion is incomplete because only one vortex has been considered, and also the discussion whether thermal excitation arises or not is incomplete. In order to clarify this point, we have to consider a system with many vortices, and so for a more detailed mathematical investigation, we will introduce the so-called duality mapping.

We return to (3.3.1) and discuss again the partition function
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(3.3.11)

Consider one pair (ij) corresponding to one link. exp[/?./cos(8t — 6j)\ is 27r- periodic in 8t — 6j, and for every 6t — Oj = 2irm + e (e <C 7r), the integral becomes Gaussian, e0Je-(0J/2)s .

We replace exp[/J J cos(0; — 6j)\ by a function that fulfils these two properties and that can be handled more easily:

e/3Jcos(0,-0j) \_ ^ efi.J exp (et - 0j - l-Kmf

(3.3.12)

m= —oc L \ /

Near every minimum 2irm, the right-hand side of (3.3.12) equals the above approximation. Furthermore, using Poisson’s equation

oo oo »OC

h{m)= / &<j>h{<t>)e2nil<t>

(3.3.13)

**m——oo** J=-oo

1. becomes

3.3 Kosterlitz-Thouless Transition
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-»■ Jd(^e/3J exP \_ **(®i ~ ~** 27T0)2 **+** 2irUij(j)
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1

*= ~7^m 12 ePJ* exp[i/y(0i - *Oj)] exp[~lfj/2pj] .* (3.3.12')

**V *^ lxjss —*** *00*

Inserting (3.3.12') into (3.3.11), up to some constant factor, we obtain
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Here, is defined on every link, and we interpret it as a vector field l^r) (fj, = x, y) that is directed from the starting point r, the left-hand side or the lower side of the link between i and j, to the other side of the link. Then, the argument of the exponent in (3.3.14) becomes

Here, r runs over all lattice points, and y is the sum in x and y. We can rewrite the second term in (3.3.15) as

- i J2 W • Wr) - \*(r + \*\*)) = -i - w - l\*mr) (3.3.16)

and can therefore perform the 0(r)-integration from 0 to 27r. In addition to numerical factors, we obtain from (3.3.14)
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{/„(r)} \ T,n

In (3.3.17), the constraint given by the delta function
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is the discrete version of div I = 0 of the vector l(r) = (lx(r)Jy{r))-

Then, by analogy, a vector field n(r) satisfying I(r) = rot n(r) should exist, and because l(r) is two-dimensional in this case, using only the z- component of n, we write lx(r) = dyn{r), ly(r) = —dxn(r). Indeed, the discrete version of these equations

*lx(r) = n(r)* - *n(r* - *y)* , *ly(r) = —n(r)* -I- *n(r* — *x)*

(3.3.19)

3. Symmetry Breaking and Phase Transition

inserted into the left-hand side of (3.3.18) leads to
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MO “ Mr - x) + ly(r) - ly{r - y)

= \n(r) — n(r — y)\ — [n(r — x) — n(r — x — y)]

+ [—n(r) + nir ~ 0] “ \—n{r — y) + n(r — x — y)]

= 0 . (3.3.20)

Next, we consider the number of degrees of freedom. With N being the number of lattice points, the number of different MO is 2N. The number of conditions (3.3.18) equals the number of points r, that is, N, and therefore only 2N — N — N vectors are independent. Indeed, because the number of n(r) is also given by N, the result is consistent. Inserting (3.3.19) into (3.3.17), we obtain

Z= ^ exp |-^~(n(r)-n(r-p))2 J . (3.3.21)

{n(r)} V r,n }

Interpreting n(r) as the height of the atom layer at position r, then (3.3.21) describes a model where with increasing height difference at neighbouring positions, the energy becomes larger. The model describes the roughening transition of the surface. Notice that in (3.3.21), f) appears in the denominator, and therefore the high-temperature (low-temperature) phase of the original XY model corresponds to the low-temperature (high-temperature) phase of this model.

Let us again rewrite the sum (3.3.21) running over integers n(r) using the Poisson equation (3.3.13):

/

OO °° «

**n w exp**

(3.3.22)

Here, we defined Ay4>(r) = 4>{r) — <j>(r — y). The integral (3.3.22) can be performed when 0(r) is Fourier transformed, with the result

Z = Zsw *t* exp | ~ 2n20J^^m(r)G(r - r')m(r')\ . (3.3.23)

rrt(r)= — oo V r,r' /

Here, Zsw is the sum of states of the spin waves, and m(r) indicates the presence of m(r) vortices (= 0, ±1, ±2,...) at position r. Furthermore, G(r — r') is given by

r dK r dky

(3.3.24)

./\_\* 2tt *J\_w* 2n (4 — 2coskx - 2cosky)

For large |r — r' |, it behaves like
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(3.3.25)

**3.3 Kosterlitz Thouless Transition**

G(r - r') w -—In
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and (7(0) is estimated by the logarithmic dependence In R,:, where the '.awer range of k = y/kx + ky is given by ir/Rc.

Splitting G(r - r') into two parts,

(3.3.26)

G(r - r') = G(0) + G'(r - r') ,

where by definition only the first term contains divergent terms, we can write
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1. as

(3.3.27)

and conclude that there is only a contribution to the sum of states in the case when the term m(r)]2 that is multiplied by (7(0) vanishes. As mentioned, the absolute value of m(r) indicates the vortex number, and the sign its direction. Interpreting m(r) as an electric charge at position r, and identifying the logarithmic potential (3.3.25) with the Coulomb potential in two dimensions, then m(r) = 0 can be interpreted as the neutrality condition of the whole system. That is, (3.3.27) signifies that the XY model can be split into a degree of freedom of spin waves and a degree of freedom of vortices; the latter is equivalent to a two-dimensional Coulomb gas.

From this fact, we can deduce the following physical picture. At low temperature, even when vortices are excited, they must emerge as a +/— pair, forming a dipole, but no free charge, and therefore the system is in the insulator phase (dielectric substance). The lowering of the Coulomb force due to the dielectric constant £q does not affect it being a long-distance force, and therefore the fact that the charge must be bound as a plus or minus charge pair is a self-consistent description. However, when the temperature becomes higher, the number of charges becomes larger and larger, and therefore the screening effect gains importance. Therefore, conversely, because of the existence of free charges, the Coulomb force becomes a short-range force due to screening, and therefore free charges can exist, and the metallic state emerges self-consistently.

The KT transition is the phase transition between the metallic state and the insulator state. We need to obtain a more quantitative picture:

m{r)G'{r — r')m(r')

= m(r)G'(r — r')m{r’)

**74**

**3. Symmetry Breaking and Phase Transition**

« *Y m(r)m{r')* - — *Y m{r)* In

r^r' r^r'

=-^m(r)2- —^ m(r) In (—^i) m(r') . (3.3.28)

r r^r' ' '

|r - r |

m(r')

Here, we have used ^rm(r) = G'(0) = 0 and the approximation

(3.3.25) of G'(r — r'). Therefore, from (3.3.27) we obtain

Z = Zsw ^ exp In m(r)2— 7r/?J ^ m(r) In ^ m(r') .

**m(r) = —oc L r r^r' ' '**

(3.3.29)

Here, y is the so-called fugacity, given by e^, with fi being the chemical potential. In the present case, fi is given by (i = — ir2 J/2.

When y is small enough, the absolute value of m(r) cannot become very large. We now discuss the properties of the system in this dilute state limit. In order to do so, we return to the step (3.3.22) and add by hand the term

ln(2/)£rm(r)2;

r °° r i

*Z = JY[d<t>{r) Y,* exp *--Y(AMr))2*

**r m(r) = —oo L r.fi**

+ In y ■ Y m(r)2 + 2xi m{r)4>{r

(3.3.30)

Here, because y is small, we only sum over 0, ±1 in the sum of m(r). We obtain approximately

'Y exP [in 37 ■ m(r)2 + 27rim(r)0(r)] = 1 + 2y cos(2ir</>(r))

**m(r)=0,±l**

= exp [2ycos(27r<)>(r))] .(3.3.31)

Then, (3.3.30) becomes

Z = J **JJd(jl)(r)** exp

“ *20j ^2(An<Hr))2* + *2V Y*cos(27r<?Hr))

r,fi

. (3.3.32)

Performing the continuum limit at this stage, we obtain the so-called Sine-Gordon model, given by

Z = Jt>(l>(r)exp |- Jd2r - 2j/cos(27rd>(r))^J

= J T><j>{r) exp Jd2r ^|V0(r)|2 — 2y cos{2it\fflJ </>(r))^j -(3.3.33)

1. Kosterlitz Thouless Transition

Fig. 3.8. The potential of the phase 0
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2 *k/^J4>*

![](data:image/png;base64,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)

Here, we redefined the integration variable 0(r) in a suitable manner. With 4>(r) = 4>o (constant) being the minimum of the action, we obtain an infinite number of possibilities 27r-y/5J0o = 2nm (m constant), as indicated in Fig. 3.8. The question is: Will 0(r) rest in the vicinity of one valley or not?

We apply the variation method discussed in (2.2.20) and (2.2.21) to discuss this question. We choose as the trial action the action So with the dotted line in Fig. 3.8 as the potential, obeying the quadratic equation

5o = |d2r{-|V0(r)|2 + ^(0(r)-0o)2} . (3.3.34)

Using the curvature m2 of the potential as the variation parameter, it can be determined whether <f>(r) is bounded in the vicinity of 0O or not, depending on whether m is zero or finite. Let us compute f(m) = —Tin Z0+T(5 — So), the right-hand side of (2.2.21). In order to do so, we perform a Fourier transformation of S0 in (3.3.34). With 0\* being the Fourier component of 0(r)—0o, we can write

*So* = ^(fc2 + *m2)4>k<j>-k*

k

= i(fe2 +m2) {(Re0fc)2 + (Im0fe)2}

***k***

= X>2 + m2) {(Re4>k)2 + (Im^fc)2} . (3.3.35)

fehalf

Notice that because 0(r) is real, the relation 0£ = 4>-k holds, and that when the degrees of freedom are assigned both to the real and imaginary parts for every fc, then it is sufficient to sum only over one half of the fc’s.

With this action So in the exponential, performing the Gauss integral with the integration measure

Yl f d(Rc 4>k) d(lm0fc)

fcthalf J

gives the right expression for ( )o, leading to
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(<t>k4>-k) o = ((Rec/>fc)2)0 + ((Im 4>k?)Q

1

1

2(fc2 + m2) + 2(fe2 + m2)

1

fc2 + m2

(3.3.36)

Using the following equation derived from the Gauss integral
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(3.3.37)

we can compute every term in /(m), and the result is (when performing the k integration, a cut-off kc of magnitude of the inverse lattice constant is introduced, and terms with higher powers in m2/k2 as well as terms independent of m2 are ignored)
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(3.3.38)

Notice that the term 1 /(fc2 + m2) in (3.3.37) causes the In(k2/m2)

dependence, leading finally to the particular exponent in the second term in (3.3.38).

The behaviour of f(m) is determined by the relation between the powers of the first and second terms. That is, as shown in Fig. 3.9, for the case (ir/2)0J > 1, the minimum is at m2 = 0, whereas for (n/2)ft.l < 1, a minimum at a finite value of m2 emerges. Therefore, the temperature obeying the equation (7r/2)f3J = 1 corresponds to the phase transition point T = Tc = 7r J/2. At temperatures lower than Tc, the cos term in (3.3.33) can effectively be ignored and the system can be described by the spin waves only (in the

*Jim)*
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**Fig. 3.9. The free energy /(m) as obtained by the variation method. Tc is given by Tc = ttJ/2**

* 1. Kosterlitz-Thouless Transition

picture of the Coulomb gas this corresponds to the insulator phase). On the other hand, at higher temperatures the potential arising due to the cos term leads to confining of phase </>, and as a result, the Coulomb force becomes a short-range force with the range 1 jm. This corresponds to the metallic phase, where the Coulomb force is screened.
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In this manner, using a simple variational method, we have discussed whether the cos term effectively plays a role at low energy. This approach is quite similar to the discussion of relevant/irrelevant terms in the theory of renormalization. Indeed, an excellent paper [G.10] has been written about the application of Wilson’s style renormalization group to the model (3.3.33), which is recommended to the reader.

We end this section by discussing briefly the three-dimensional XY model. In three dimensions, it is also possible to perform the duality transformation starting from the reformulation (3.3.12). However, ^(r) introduced below (3.3.14) is now a three-component vector I(r), and therefore the vector field n that describes I through I = rotn also has three components. Therefore, the integers vector m = rnIL(r) appearing when rewriting the sum for every component in an integral using the Poisson equation also has three components. For details, the literature [19,20] is recommanded. As can be found there, the sum of states finally reads

oo r

Z=n ^ m^(r)u(r - r')mM(r') .

m/i(r)= —oc r L r,r',^

(3.3.39)

Here, v(r—r') is the three-dimensional Coulomb potential. From the property of the delta function, it follows that at every site the number of ingoing and outgoing vector fields m(r) are equal (that is, there is no source present).

Therefore, when m;i(r) at one fink is given by 1, on both neighbouring sites it must be joined with links with m^ = ±1. In this manner, a string of joined links grows, and this string cannot have a starting point; therefore the only possibility is the construction of a closed loop. Comparing the above consideration with the two-dimensional case, where topological defects (vortices) have been points, in the three-dimensional space, topological defect lines (vortex lines) arise that are creating loops themselves. Equation (3.3.39) describes the statistical mechanics of loops created by segments interacting via the Coulomb force. It is important to notice how the form of the topological defects changes depending on the dimension. In the next section, when the gauge field is discussed, we will meet a similar case.

However, it is a mistake to think that a far-reaching force acts between the loops just because the Coulomb interaction acts on the vortex segments. When m/x in the direction from site \* to site i + fi is given by +1, then in the direction from i + fi to i we have = —1. Therefore, from a wider

point of view, the + and — contributions of rn^ almost cancel. Therefore, we expect an effective short-distance potential for v(r — r').

3. Symmetry Breaking and Phase TYansition

Having this in mind, we choose one vortex line and try to sketch roughly the phase transition in the three-dimensional XY model. Consider the free energy F of a vortex line of length L. With (3.3.39), the energy is given by
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E S 4rr2 Jv{Q)L . (3.3.40)

Here, v(0) is a representative finite short-range value of v(r — r') (w 0.253). On the other hand, because the entropy S is given by the logarithm of the number of possibilities of constructing a string of length L, it can roughly be estimated as follows. We ignore the condition that the string must be closed, then because at every site the string has the possibility of proceeding further in five directions, which are all directions different from the one it came from, we conclude W oc 5L. Therefore we obtain

F = (47r2(0.253) J — Tin 5)L (3.3.41)

and has critical temperature Tc = 47t2(0.253)J/ In 5. Above this temperature, vortex rings with infinite radius exist, leading to a short-range spin correlation function; on the other hand, at low temperature, all vortex rings have a finite radius, having no influence at a scale above this radius. Above, we described the phase transition of the three-dimensional XY model from the point of view of condensation of topological defects.

3.4 Lattice Gauge Theory and the Confinement Problem

In solid state physics, the existence of a crystal lattice is fundamental. In the tight-binding approximation, at every lattice point i, an atomic wave function <pi is defined, and the wave function of the electrons in the crystal is determined by linear superposition of the atomic wave functions. This approximation is useful because the originally infinitely many degrees of freedom in the continuous space around the lattice point i are represented only by p,, and when the number of lattice points is N, in this manner the problem is reduced to a system with N degrees of freedom.

For simplicity, we consider a two-dimensional square lattice as shown in Fig. 3.10. On the lattice points are orbits, and between neighbouring orbits there is the hopping integral t. The transition process of an electron from i to j is described by the Hamiltonian a] and a, are the creation

and annihilation operators of the orbit <p>i. We require that the theory is invariant when an arbitrary phase e10' is multiplied by ipi at every point i. This corresponds to the transformation at —> a,e“10,, n\ —> a\ e10,. The Hamiltonian is invariant if tt] transforms as t,, —\* t,je'(0‘ For the case

that tij is a simple number, no such transformation can emerge. It is necessary to think of as a field causing such a phase transformation. This field is nothing but the electromagnetic field.

* 1. Lattice Gauge Theory and the Confinement Problem

Fig. 3.10. Two-dimensional cubic lattice. It is important to distinguish the lattice points and the links between the lattice points from each other. The matter field is defined on the lattice points, and the gauge field is defined on the links
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|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
|  | **i+P** |  | **i+fi+v** |  |
|  |  | **ti+fi, i** |  |  |
|  | **i** |  | **i+t** |  |
|  |  |  |  |  |

**1 T. T—-'**

I

In order to see this, we discuss how is tji altered under the presence of the vector potential A(r). When the variation in space of A(r) is very slow compared with the lattice spacing a, then by replacing ty by the expression Uj exp[ie(r, — rj) • A((jt + r,)/2)], the effect of the vector potential A can be introduced. This phase factor is called the Peierls phase. We choose as a representative value of A the value at the midpoint between i and j. In this way, the A(r) originally defined on a continuous space can be considered as defined on the links between lattice points only.

Then, instead of A(r), it is convenient to discuss the transformation of the expression Uji = exp[ie(ri-rj)A((ri+rj)/2)] = exp[ieaAji] = exp[—ieaAy]. Using this Ay, the transformation tr, —> tJt el(-e'~eA reads eaAji —> eaAji + 6t - 9j, and in terms of ITy, we obtain Uji —► Uji e,e'. This corresponds to A —> A + (l/e)V$. Because Ur, is the crucial variable, being identical for Ay and Aij + 2n/ea, the system is periodic in Ay. Therefore, when integrating over Aij, it is sufficient to integrate in a finite interval, say between 0 and 2ir/ea. When elements are limited to a finite interval, the region is called compact. The continuous group with elements exp[—ieaAy] is called 17(1).

Above, we discussed the space components A of the vector potential Afl. Concerning the time component AM=o, because the time t or the imaginary time r are still continuous parameters, at first the above considerations cannot be applied. As an approximation, we introduce a lattice structure on the (imaginary) time axis and consider a (d + l)-dimensional lattice, where Ay is defined on the link.

Above, the interaction of the gauge field with the matter field has been discussed; however, the gauge field itself also has dynamics. The dynamics was given by (2.4.1), and now we discuss how to express it using Ay. Rewriting the differentials in F/w = 9MAU - cUAm in terms of finite differences using Ay, we obtain

7^ut/(i) = (Ai+ji'i-i-ji+ii Aij+c T Ayt+g Ai+c,'i+ji+c,)/a . (3.4.1)

Owing to Aij = -Aji (that is, 17,\* = 17,,), we can rewrite (3.4.1) as

(3.4.2)

{Aiii+ft + Aj+^t,+ ^+^ "1“ Ai-i-jij-i/,i+i> + Ai+fr^i)/(I .

3. Symmetry Breaking and Phase Transition

However. (3.4.1) and (3.4.2) are not invariant under the transformation A^ —> Aij + 27r jea. Writing (3.4.2) in the exponential
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**exp[iea(^4j,j+£ + + Ai+ji+pj+p T ^4«+t>,z)]**

= Ua{i\y.v) , (3.4.3)

we obtain the periodicity in Aij. In order to regain (l/lGn)F^ in the continuum limit, once more we have to be careful in obtaining the final expression:

5 = Z E 8irJa3 a t1 “ Re yn(\*: W)] • (3-4-4)

i pv

where d is the space dimension. As can be seen easily, [/□(/) is invariant under the gauge transformation on the lattice points, because it “turns round once” in the square (following the arrows in Fig. 3.10). Therefore, S also is invariant. We call the smallest unit square around links a plaquette.

Above, we introduced the compact 1/(1 (-lattice gauge field theory. As described, one element of the group U( 1) is defined on every link between lattice points. It is possible to consider gauge fields transforming under a group other than t/(l). For example, the group Z2 with the two elements {+1, —1} leads to the so-called Ising gauge theory with the action given by = ±1)

(3.4.5)

i

Furthermore, groups like SU(2) with non-commuting element [the so-called non-Abelian groups] can be considered, leading to a non-commuting gauge field [the Yang-Mills field, QCD belongs to this category]. Owing to the noncommutativity of the gauge fields, very many distinguishing properties have been discovered. However, we will restrict our discussion to commuting gauge fields.

Now, our main point of interest will be the question of phase transitions occurring in lattice gauge theories. As described in Sect. 3.1, in a common phase transition the symmetry is broken in the ordered phase, and to describe it, the order parameter is introduced. In the case of the XY model, the symmetry was the invariance of the Hamiltonian Tl under the spin rotation Oi $i + 6(). In this case, at all sites i a common rotation about 6q has to be performed. In this sense, this symmetry is called a global symmetry. We explained that by applying an external magnetic field h, the symmetry is broken, and that by taking first the limit IV —> 00 of the spin number N and then the limit h —\* 0, a finite value (Si) remains.

Let us couple the XY model to a gauge field and generalize it to a locally gauge invariant system. By setting both the lattice spacing a and the electrical charge e to 1, we obtain
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S = -K ^2 cos(6i - 9i+fl - Ai<tl)

2 ^ ^ cos(A^^ -(- Ai+^)£/ Ai+V'p . (3.4.6)

Notice that the index notation of Ai fl has altered a little. Up to now, we have defined AtJ to be the field on the link connecting i and j. In the above equation, we expressed the field A that connects the link i with i + fi as A<iM. In what follows, we will use this notation.

In the first line of (3.4.6), the phase of the XY model is coupled to the gauge field; therefore the action is invariant under the transformations

9i-\*0t + fi , (3.4.7)

■A-i'H —> Ai:fl + fi — fi+fj. ■ (3.4.8)

At every different lattice point i, fi can have a different value. This is the sense of “local”.

Next, the partition function Z of the system is given by

*Z(J, K,g) = J VOVA* exp

*— S + J ^2* 008

(3.4.9)

Here, we have introduced an external field J to break the symmetry, as we learned to do in the case of the XY model. Now, we explain the theorem of Elitzur. The theorem states that “local gauge symmetry cannot be spontaneously broken”. In the case of (3.4.9), this means

lim lim (cos A, u) = 0 .

J-.OJV-.oo ^

For the details of the theorem, the reader is recommended to read once the original work [17], because it is written in a very clear manner. Here, we only mention the crucial points.

The reason why the “proof’ of (3.1.4) (/\*) = 0 is no longer valid in the limit A —> oo is the following. When shifting Oi to Ot + tt, also all other sides are shifted simultaneously Oj to Oj+ n. Therefore, it is not sufficient to restrict consideration to the site i (or its vicinity). That is, because the number of degrees of freedom of the invariance transformation of the Hamiltonian is small (in our case only one), the whole system is involved. This is the reason why a singularity at N —> oo emerges. However, for the gauge model (3.4.6), things are different.

In this case, at every point the transformation has one degree of freedom, and the transformation at one site i preserves the action invariant not affecting some separated point at all. Using this fact, we consider the transformations (3.4.7) and (3.4.8) where only at one site i is different from zero. Then, in J JT cos A, ^ in the exponent of (3.4.9), only the coefficient i
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changes, all others are independent of that is, are not transformed. Therefore, also in the limit N —+ oo, independent of N, the expression (cos AtM) becomes arbitrarily small for small J. This point differs totally from the case of the XY model in Sect. 3.1, where in h cos Oi at all sites the transformation h cos(0f + <?o) is performed, and in the limit N —> oo the effect of h is enlarged.

With the same considerations, we conclude that in the gauge model (3.4.6), (cosOi) will not reach a finite value, and it is not possible to describe the phase transition of the gauge model with an order parameter that is not gauge invariant. Now, the next questions are: Does a phase transition occur, and what could characterize this phase transition?

In this book, for simplicity we consider the case where the “matter field” Oi is not present. That is, we think of a model where the action is given by the second term of (3.4.6):
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Now, from the above considerations, we conclude that we have to choose some

gauge invariant physical quantity, and if it undergoes a qualitative change, then a phase transition has occurred. As mentioned above, in order to obtain a gauge invariant expression, because when “turning round once”, the phase factors fi occurring in (3.4.8) cancel out, it is sufficient to construct the sum Ai4l of a closed loop C (Fig. 3.11).

On the other hand, because physical quantities must be 27r-periodic in finally
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Fig. 3.11. Wilson loop
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seems to be a good candidate. The expectation value r(C) = (f(C)) of P(C) is called the Wilson loop. Indeed, the Wilson loop indicates the phase transition between the confining and non-confining phase, but before explaining this, we consider the physical significance of r{C). Therefore, we consider the partition function defined with the “electrical current”

VOVA exp

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFIAAAAsAQAAAADef9KHAAAACXBIWXMAABcSAAAXEgFnn9JSAAAArklEQVQokZXOMQ6CQBAF0KlovQF7E/ZMdCYap7RzC3u5iZFqS24gRgpKJTSQkB13VnC3gER+9TL5yR+gKYOEWXeBe/JuFtwGrla6tjaCBFsTPCKZb0Y/I8yL0a8TVpOLGOuSrQhM4j0cvDuDuuxvzg37bSczgvaOhesIgiqwvuyU7SBbXdNscpykwnUkASRbyTaSf96jN9K8pZ0kPgGPiJ+/CT2EpnXu//B5wUeiD3HzrZAM+MP8AAAAAElFTkSuQmCC)

(3.4.12)

Here, is the /x-component of the current flowing from i to i + /x; in particular, for p, = r it corresponds to the charge. The conservation law for the current in the continuum dp/dt + div J = 0 on the lattice reads

Especially for the case of a loop C with surface T x R around a rectangle in the complex plane spanned by imaginary time and some space direction, as shown in Fig. 3.11, (3.4.13) holds, when corresponding to the direction of the arrows the values +1 and —1 are assigned. In the limit T —\*• oo this corresponds to a system with one static charge +1 at point A and one static charge —1 at point B. Therefore, the potential V(R) between the two charges at a distance R is given by

|  |  |
| --- | --- |
| - lim — In | '\*</)' |
| T —+oo 1' | U(0)J |
| — lim In  T —-oo T | (exp [i |
| - lim — In | \* exp |
| T-\*oo T | \ L |
| — lim — lnF(C) .  T —+oo T V 7 | |

V(R) =

1 yi

(3.4.14)

That is, the Wilson loop determines the force law between the two particles with opposite gauge charges.

There exists a limit where the behaviour of F(C) can be examined easily. This is the case where the “coupling constant” g in (3.4.10) is extremely large (g >• 1). In this case, in the same manner as in the high-temperature expansion of the exponent in (3.1.10), it is useful to expand the exponential. This expansion is called the strong coupling expansion. Totally analogous to the discussion of the high-temperature expansion, it is also possible to use graphs to calculate the expansion of r(C). However, qualitatively different is the point that in Sect. 3.1 the phase on the lattice points has been integrated, whereas in the present case, At^ on the links is integrated. Furthermore, every term of the action S is represented by one loop around a plaquette.

3. Symmetry Breaking and Phase Transition

For a non-vanishing A,,, integral, the number of arrows from i to i + p must equal the number of arrows from i + p to i. Applying this rule to Fig. 3.11, contributing diagrams with lowest power in 1/g2 are given by paths around one plaquette, and for covering the interior of the path C, we need only TxR of such plaquett.es, therefore

/ 1 \TR

r(C) oc = exp[-TRlnp2] .

This behaviour of the Wilson loop is called the area law. Inserting this expression into (3.4.14), we obtain

P(fi)=J?ln32 . (3.4.15)

An attractive potential proportional to R acts on opposite charges, therefore at large scales it will be absolutely impossible to observe independent charges. This is called confinement, a theme that is extremely important for the explanation of the fact that it is absolutely impossible to observe independent

quarks.

On the other hand, what is expected to happen in the other limit, the limit of small coupling (g 1)? We start with a very simple consideration. g <S 1 corresponds to the low-energy phase of the XY model. Now, we search for the approximation corresponding to the spin wave approximation of the XY model. Because Ai fl in (3.4,10) changes very slowly compared with the lattice spacing, the continuum approximation

cos(Ai.M + Ai-)-^^ Airis') > 1 v ^uAy^ (3.4.16)

is the corresponding approximation.

Expression (3.4.16) leads of course to the action of the normal electromagnetic field, because we simply reverse the steps performed when introducing the lattice gauge theory. Therefore, the potential V(R) between two static charges (in 3 + 1 dimensions) is given by

a2

^(iZ) = ——+const. (const. ^ 0) . (3.4.17)

2R

Here, on the other hand, for T and R large enough, and T R. In T(C) becomes proportional to T and independent of R. Considering both T and R symmetrically, we expect that the length 2 (T + R) of the path C is proportional to In r(C). In contrast to the area law mentioned earlier, this behaviour of the Wilson loop is called the perimeter law.

In such a way, when the qualitative behaviour of r(C) in the limit g > 1 and g 1 is different, there should exist a boundary value gc where a phase transition occurs, but will this really be the case? Considering the KT tran-

1. Lattice Gauge Theory and the Confinement Problem

sition of Sect. 3.3 as an example, we demonstrated that at T < Tc vortices arose only in pairs, and no free vortices exist. In the present case, will the topological defects, reflected by the discrete lattice and the periodicity of A, really become ignorable when the coupling g is smaller than some finite gc? Definitely, this is not an obvious problem, depending on the dimension of the lattice. In this sense, the strong coupling expansion of lattice gauge theory is a natural and gentle expansion, and it is evident that confining occurs for <7 3> 1; in contrast, care must be taken with regard to the weak coupling expansion.
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First, we consider a 1 + 1 dimensional space with one space dimension and one time dimension. In this case, the problem can be solved exactly. When choosing an appropriate gauge, the action (3.4.10) can be written as the sum of actions of non-interacting one-dimensional systems. Explicitly, in order to make, say, Ai x vanish in the x direction, it is sufficient to set for the fi appearing in the gauge transformation (3.4.8) for every r in the order from the left to the right fi+x = fi — Al fl. Then, the action becomes

S — ~ ^ ' ~2 cos (^(i-x,ir)T ~ iT + l,iT)t) • (3.4.18)

***i=(ir,iT)***

Interpreting Apx as the phase of the XY model, we see that the action describes decoupled one-dimensional classical XY models at every iT. Then, the Wilson loop is given by

T

r{C) = n eXP [‘Mb\*,G)T -Ai. + fl.irlr}] • (3.4.19)

tr = l

Following the Mermin-Wagner theorem mentioned in Sect. 3.2, in the onedimensional XY model, no phase transition at finite temperature (in our case at finite g2) occurs, and the system is in the high-temperature phase (strong coupling phase); therefore we deduce for /'(C) in (3.4.19) the area law

r(C) S Jl e~fl/« = e-TR/S . (3.4.20)

*ir =* 1

That is, for all g2, confining occurs.

Next, what about 2 + 1 dimensions? Concerning this question, there exists a famous work by A. M. Polyakov. We begin by noting the conclusion: much the same as in 1 + 1 dimensions, confining occurs for all g2. We explain this fact by using the duality transformation that has been introduced during the discussion of the KT transition. The principal idea is to deduce an effective action for topological defects (which will be clarified later in the chapter), and to discuss its effect on E(C).

3. Symmetry Breaking and Phase Transition

Now, as was done in (3.3.12'), we perform the following replacement:
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*cos(A,1Av(i) - AvAll(i))*

t

|  |  |
| --- | --- |
| ' 1 ■ o | exp |
| Lff J |  |

U^i^ApAvii) - AvA^i)) -

(3.4.21)

Here, l^(i) is an integer number defined on the plaquette bounded by the links starting from the origin i in the p direction, and in the u direction. A^Av(i) = — Aj^, and A^A^i) — AuA^(i) is the sum turning around

one plaquette. Corresponding to (3.3.17), we obtain

Z\J\= fYldAi,» £ exp

\*•/\* Unv(i)}

+ i^i/(i)(^/j^4i/(\*) ~ AvA^{i)) 1 + i Ji,fiAi^

= £ exp ( - 9- £ J][SA^Ai)+J^0

(3.4.22)

Here, we defined AJMt, = ~ W\* \_ J>)1-

In order to make the meaning of the delta function appearing in the above equation more explicit, we integrate the variable .4!>2 on the link /x = z, as can be seen in Fig. 3.12. Four plaquettes have to be considered, two in the x direction, and two in the y direction, respectively. The arrow on the surface of every plaquette indicates the direction of Aij. When this direction agrees with the direction of (i,i + z), At^ is multiplied by and when the

direction is opposite, it is multiplied by —Explicitly, the parts of the exponential of (3.4.22) related to A,>2 are given by

iAi'Z[Ji'Z + lzx(i) - lzx(i - x) - lyz(i) + lyz(i — y)\ . (3.4.23)
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Fig. 3.12. The four plaquettes that are connected with Alz

1. Lattice Gauge Theory and the Confinement Problem

Using the relation the part written in [ ] of (3.4.23) can by
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expressed as AJz„(i) + Jz(i). Now, defining the vector b(i) by lxy(i) = bz(i), lyz{i) = by(i) and lzx(i) = bv(i), the part in [ ] of (3.4.23) reads Jz + (rot b)z. Therefore, the delta function (3.4.22) equals the condition

J + rot 6 = 0 . (3.4.24)

This equation is just (up to some constants) one of the Maxwell equations describing the “magnetic field” occurring due to the presence of a constant current J.

Now, let us first consider the case J = 0. Then, due to (3.4.24), b can be expressed using a scalar potential 4>(i) as

6 = graded , (3.4.25)

and (3.4.22) can be written as

i

Z[J = 0] = IJ^exp

*i*

(3.4.26)

Up to now we have developed the equations in the continuum limit; however, <j>(i) is a field defined on the lattice points reaching only integer numbers. We express the sum over integer values <p(i) in (3.4.26) using the Poisson formula to obtain an integral expression, as was done in (3.3.22):

Z[J = 0] = f V4>(r) ^2 exp - y ^{A^r))2 + 27ri^m(r)^(r) .

{m(r)} r,fi r

(3.4.27)

This equation has exactly the same form as (3.3.22), the only difference is that we now discuss the 2 + 1 dimensioned case. Corresponding to (3.3.22), where m(r) represented vortices, in (3.4.27), m(r) are magnetic monopoles. This is due to the fact that in two dimensions, was the static electric potential; on the other hand, ip(r) in (3.4.27) is just the static magnetic potential. Therefore, m(r) corresponds to the “magnetic charge”.

There are two approaches for the description of magnetic monopoles. From one point of view the magnetic monopole is one end of a dipole, as shown in Fig. 3.13a. On the other hand, recalling that a magnetic dipole is equivalent to a circular micro current, the monopole can be regarded as the end point of a solenoid with infinitesimal small diameter, as shown in Fig. 3.13b. In both cases, the other end is placed in infinity. In the solenoid, the magnetic flux flows to the end of the magnetic monopol, where it is emitted in a spherically symmetric manner.

The amount of magnetic flux must be 27T multiplied by an integer. This is due to the fact that the system is in principle described by cos[magnetic flux going through the plaquette], and is therefore 27r-periodic in the magnetic flux. And only in such a case does the action remain finite for an infinitely
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long solenoid. That is, beyond the vicinity of the magnetic monopole, owing to the 27T-periodicity the system is not at all disturbed. Now, we let the solenoid disappear and consider Fig. 3.13c. From the magnetic monopole, the magnetic flux 27r is emitted. Remember that the z axis in Fig. 3.13 is the imaginary time. We call the magnetic flux through the surface Pi that is placed in the “future” of the magnetic monopole, and (I>2 the flux through P2 placed in its “past”. Then we obtain

3. Symmetry Breaking and Phase Transition

![](data:image/png;base64,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)

Fig. 3.13a-c. Different viewpoints for magnetic monopoles (instantons)

#1 -$2 = 2tt . (3.4.28)

Therefore, the magnetic monopole is the instanton solution [Sect. 2.1] that represents the tunnelling between two topological sectors with different magnetic flux.

Now, in the same way as the electric charge can screen the electric field, also the magnetic monopole (the instanton) can screen the magnetic field. In the three-dimensional Coulomb gas model there exist of course free charges, and screening does emerge, and it is known that the Coulomb force becomes a short-range force. In terms of the present problem, when free instantons and anti-instantons exist, the magnetic field will become a short-range force. For the case that an external current J is given, the partition function Z\J] behaves like

Z[J]ae-const ™ . (3.4.29)

That is, the system will in general be in the confining phase.

In this manner, Polyakov explained how confinement occurs due to the disturbance of the gauge field due to instantons. We now look briefly at the theory. Up to the dimension, equation (3.4.27) is the same as (3.3.22), therefore we can re-express it in the same manner as the Sine-Gordon model:
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~ + 2cos[2jr^(r)]

**r,** fj, r

(3.4.30)

Here, we have y = e- Clmst /2a‘. We try to apply the variation method to (3.4.30) as was done before. The result is that the integral leading to a singularity In(fcp/rn2) in (3.3.37) is in three dimensions not infrared divergent

1. Lattice Gauge Theory and the Confinement Problem

for m —> 0. Therefore, (cos[27rV>(r)])o has a finite value, and in its turn m is also finite. As a result, screening emerges all the time in the system, and the screening length is given by 1 jm.

**89**

Now, we consider an “electric current” J around the surface TR of Fig. 3.11 in the 2+1 dimensional space. Because this current can be considered as the total sum of micro currents inside the surface TR, we can assume equivalently the existence of magnetic dipoles inside the surface. Therefore, in a region of about 1 jm thickness above and below the surface TR, the “magnetic field” b will be influenced, and the energy will be proportional to TR. Expressing this in the sum of states Z[J], we obtain (3.4.29), signifying that the system is in the confining phase.

Above, we understood that in the 1 + 1 and 2+1 dimensional compact U(l)-lattice gauge theory, for all values of the coupling constant, the system is in the confining phase. So, what will occur in 3 + 1 dimensions? In this case, the same as in the three-dimensional XY model discussed earlier will occur. That is, the instanton that has been a point in 2 + 1 dimensions will gain one dimension in 3 + 1 dimensions and will become a loop. The question whether loops of the magnetic field with infinite diameter arise or not corresponds to the question whether confinement occurs or not, and the boundary, i.e. the phase transition point, is given by a finite value g = gc of the coupling constant. That is to say, in the weak coupling regime g < gc in 3 + 1 dimensions, the description with the usual continuous electromagnetic field is sufficient, and we regain the long-distance Coulomb force. In this case, the gauge field is in the non-confining phase.

1. Simple Examples for the Application of Field Theory

Starting from this chapter, we will solve many different problems that occur in practice in condensed matter physics. First, to warm up, we will choose one problem of a fermionic system and one of a bosonic system. We will examine the RPA theory of the Coulomb gas and the Bogoliubov theory of superfluidity using path integral methods.

* 1. The RPA Theory of a Coulomb Gas

Starting from this chapter, the techniques of quantum field theory that have been introduced in the foregoing chapters will be applied to several problems occurring in condensed matter physics.

First, we will introduce the GeU-Mann-Briickner theory, or RPA theory, describing a Coulomb gas. In the Coulomb gas model, electrons interact by the long-range Coulomb force, moving in a homogeneous, positively charged background. The Hamiltonian is given by

**JV**

' 2m
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(4-1-1)

Defining the density operator as

N

p(r)’ (41-2)

i=l

then its Fourier transformation reads

r N

p{k)= dre-ik-Tp(r) = J2e~'k fi ■ (4.1.3)

J i= 1

Using this p(fc), we can reformulate the Coulomb interaction. In order to do so, we apply the Fourier transformation formula:

£ = I V —e\*\*-'

(4.1.4)

|r| V |q?
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**1. Simple Examples for the Application of Field Theory**

This equation is formulated for a cube with side length L (volume V - L:i) with periodic boundary conditions. The wave vector q is quantized as

q ^ (Ur, / fy, n,) .

(4.1.5)

with Tij ,r>y, nz being integers. Because in the volume (27r/T)3 of the q-space, one q value is allowed, we obtain the relation
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(4.1.6)

Now, because the term q = 0 in the Fourier expansion (4.1.4) corresponds to an integral over the whole space, it diverges. However, the integral over the Coulomb interaction in the whole space should vanish because the negatively charged electrons and the positively charged background cancel each other. Having this consent in mind, we ignore the term q = 0 in the q-sum in (4.1.4). Then, we obtain

(4.1.7)
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Now, we apply second quantization and obtain
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(4.1.8)

The density operator p(r) is expressed as the sum over the spins a
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(4.1.9)

We decompose the field operators xpa and -0J into their Fourier compo

nents:

,ifc • r
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(4.1.10)

— ifc • r
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(4.1.11)
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This step corresponds to choosing an orthonormal basis of plane waves

Mr) ^eifc r (4.1.12)

in (1.2.16). Using this, the Fourier expansion p(q) of p(r) can be written as

*P{q)* = *J e~lqrp(r)d3r*

= £ V Ie-" r-fe-r+1\*'rd3r.ClCk^

(4.1.13)

*<r,k,k‘*

*<r k*

Finally, the Hamiltonian becomes

\* = £( — ^

*k,<r*

*2m*

) *^krT^'ka* + y £ **|0|2** £ ^k+qo^k'a1 Cka

' I’l L L'

9^0 *ktk\**

*<r,y*

= £ (l^“ - #\*) + ^ £ ^p-{p(9)p(-g) - • (4.1.14)

Now, before we investigate (4.1.14) using path integral methods, we need to make some preliminary considerations. We return to the Hamiltonian (4.1.1) and estimate the magnitude of the kinetic energy in the first term and the potential energy in the second term. The method is similar to the considerations made in (1.1.54) and thereafter, where in the present case r should be considered as the average distance between the particles. That is, writing

**47T 1**

—r3N = V (4.1.15)

U

the kinetic energy Ek of one particle is approximately

^-2^3 ■ (4-L16>

On the other hand, the Coulomb energy Ec of one particle is approximately

Ec ~ —

(4.1.17)

With re being the Bohr radius, the ratio of both is given by

77) T

Ec/Ek ~ — rs . (4.1.18)

h4 TB

Here, we have introduced the dimensionless particle distance parameter ra.

In the limit of high density r, « 1, the kinetic energy is larger than the Coulomb energy, and we expect that a perturbative expansion in e2 or in rs

4. Simple Examples for the Application of Field Theory

works well. At first sight, the reader might expect that because the Coulomb force becomes stronger at high density, it will be dominant. However, when r becomes small, owing to the uncertainty principle the increase in the kinetic energy is even stronger. On the other hand, at low density the Coulomb force is dominant. The electrons build an ordered crystal lattice (the Wigner crystal), and the kinetic energy gives rise to the zero point excitation of the crystal lattice. The theory that will be developed in the following corresponds to the high-density limit rs 1. As is clear from (4.1.14), because the Coulomb interaction has the form 2ite? / |q2|, the contribution of small q also is important, because e2 is small. Because the integral diverges, simple perturbation theory cannot be applied, therefore the problem is definitely noil-trivial. Normally, the RPA theory is developed by introducing the diagram method, where for the divergent parts a corresponding infinitesimal series of diagrams is added. In the language of path integrals, this method can be deduced in a very compact manner.
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Following Sect. 2.3, the partition function of the system can be written

as

Z = J . (4.1.19)

Here, the action S is given by (ft = 1)

S = j dr {/dr? v>Ar,T)

**aT-—v2-/x**

2m

(4.1.20)

whore ip„ and ?/;„ are Grassmann integration variables, and corresponding to

* + 1. , the density p(q) is given by

= • (4’L21)

<T k

The problem in the action (4.1.20) is that p(q)p(-q) is a non-linear term of fourth power when expressed in C and C, and that for this reason the path integral cannot be performed. Using the Stratonovich-Hubbard transforma- tion, we rewrite the non-linear term in another way. The identity

**4.1 The RPA Theory of a Coulomb Gas**
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is called the Stratonovich-Hubbard transformation. Because the <p(g,r) integral is a Gauss integral, (4.1.22) can be proved by completing the square, disregarding the occurring pre-factor. Here, because p(r) is real, we obtain [p(g)]\* = p(-q), and similarly [<p(g)]\* = p{~q)- Writing (4.1.22) in real variables, we finally obtain for the partition function

*Z= f VipVipVipe-3^’^’^* , (4.1.23)

fdr/dr{s

**[Vv?(r,T)]2**

*dr ~* V2 2m

■ *p + iep(r, t)*

'CT(r,r) > + const. J (4.1.24)

Here, const, stands for the term — y 5I<j/o(2'7re2)/(|92|) \*n (41-20). For a while, we will omit this term. The most striking advantage of this form of the equation is that it is quadratic in xjj and ip, and that the path integral can (at least formally) be performed. From (2.3.3), we obtain

*Z = j Vipexp -* jT\* dr *J*

dr

*(Vpf*

*8n*

*dT -* **—V2** *- p + ieip(r***, r)** *2m*

(4.1.25)

We now explain the meaning of the determinant. Regarding the second term of (4.1.24) as the quadratic form of the vector r) with components (r, r), then the determinant runs over its coefficient matrix. Because the spin a can be up | or down 1, the determinant has a power of two.

Because the determinant is not affected by a change of basis, the matrix element can be expressed in (r,r) components or in its Fourier components {k, u?n):

x det

*dT -*

-\72 - 2m

—iw,i +

*p +* i *ep(r,r)* 1

ie

2m

(/JV)1/2

*k u>m)*

(4.1.26)

Here, uin = (2n + l)n/0 are the Matsubara frequencies of the fermions. We

have introduced the Fourier transformation

■ i4-1-27\*

**'** q **wz**

4. Simple Examples for the Application of Field Theory

where p is a c-number field fulfilling the periodic boundary conditions tp(r, r+ 0) = ip{r,r). Therefore, the Matsubara frequencies are quantized as

2M

wj = -p- (I '■ integer) . (4.1.28)

Using the notation k = (k,u>n), we write for (4.1.26)

Mk.k1 = (Mo)k,k1 + (Mi)k,k>

= -GoHWKk' +—-^p(k-k') . (4.1.29)

Here, Go(k) is the Green function of the free fermions

Go(k) = Go(k,ujn) = ; — , (4.1.30)

lk-Vi s/z

where £k is the energy measured relative to the chemical potential, = (fe2)/(2m) - /x.

Now, writing the (det)2 in (4.1.25) in the exponential, the partition function becomes

Z = j V<pe~s°«M , (4.1.31)

seff{p) = **J\t J** d T-—- 2 In det M . (4.1.32)

On the other hand, for the matrix M

In det M = Tr In M (4.1.33)

holds. In the present case of a Hermitian matrix, this equation can be proved by applying an appropriate unitary transformation U to diagonalize M

M — U diag(. ..mi.. .)C7+ ,

with a diagonal matrix diag(... mi...) of the eigenvalues {m\*} of the matrix M. Then, it is easy to see that both sides equal JT In m;.

Using (4.1.33), we write

In det M = Tr In M = Tr ln(Mo + Mi)

= Trln(-Go 1 + Mt) = Trln[(-Go J)(l - G0Mi)]

= Trln(-Go1)+Trln(l-G0M1) . (4.1.34)

lii(A.B) = In A + In B under the trace Tr can be proved similarly to the proof of (4.1.33). Because the first term in (4.1.34) is independent of <p, it is expressed by the sum of states Zq at the vanishing interaction e2 = 0. Therefore, we obtain

4.1 The RPA Theory of a Coulomb Gas
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IVvfxp{~l

**dr**

— (V^)2+2Ttln(l-Go1M1)

*V£to*

}//Vifiexp{~ lo **dr8^V<^2}' (4-L35)**

We redefine —Seg to be the exponent of the numerator, ip is the field that mediates the Coulomb interaction, and is nothing but the time component Aq of the electromagnetic field introduced in Chap. 1.4, namely the scalar potential in the Coulomb gauge. (4.1.35) is a functional of the scalar potential describing the system by the action 5eg.

Here, we might consider expanding 5eff in terms of e. Because M\ in (4.1.29) is proportional to e, it would be sufficient to expand Trln(l — GqMi) in M\. Using the Taylor expansion

°o 1

ln(l-\*) = -£-a

(4.1.36)

we obtain

1

-Trln(l-G0M1) = ^-Tr(G0Mi)n . (4.1.37)

71=1

First, we discuss the lowest order term n = 1:

TtGoMi =^(GoW(M1)fc-fc = ^G0(fc)«M'(Wi)fc,fc

*k,k' k,k'*

*= ^Go(k){M1)kk^^G0{k)(^~—jlip(* 0)^ . (4.1.38)

Owing to the neutrality condition with the positively charged background, we omit the interaction at q = 0. As is clear from (4.1.22), we should therefore set <p(0) = 0. Then, the right-hand side of (4.1.38) vanishes. Therefore, the lowest order term in e is the n = 2 contribution:

**-TV(G**0**M**,)2 **=** \Y,G^M^'Go(k')(Mi)k,k

*k,k'*

*=* 2 $2 *G°(k)(Mi)k:k+qGo(k + q){Mi)k+q^k*

*q,k*

= *~2^0V* ( 22 *Go{k)Go(k + q)\ip(q)ip(-q) .* (4.1.39) *q ^* ' *k '*

Defining the polarization function 7r(q) as

7r(?) = *'£Go(k)Go(k + q)* ,

(4.1.40)

4. Simple Examples for the Application of Field Theory

then, with regard to (4.1.39), Sefr can be written as (4.1.41) + terms of fourth or higher order in e<p:
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![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAAwAQAAAABLAAU2AAAACXBIWXMAABcSAAAXEgFnn9JSAAAAk0lEQVQYlWP4DwTtDOxAUpmB/fz/58YM9kCyGEx+BpPPweR5IPn8+Wwg2VDODCRl0tnB5H8G+3MW3+HkOwhpACYZQeR7CPkRTD4EkwcRbJD1qCQDCNj/YWDgxyYLJflB5L9yEPnnM4L8V3zAHkiyN8gD1bCzgESYn4BkH4LJn2cQ5G8Q+U99Dsi0fjTz2cFkM4gEABbZptYzV4JhAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEEAAAAoAQAAAACJd6p6AAAACXBIWXMAABcSAAAXEgFnn9JSAAAAuklEQVQYla3QOwoCQQwG4HQ2wt7APceC6HE8gI3iY/YE9jZ6FUEQrLyAiJVbrjDFOpjNb2bWGS9gisyXwEASeuMbdEyy/1IeJVkUV53unawXVMaBtL5A0Abt9eWgsUqMSnqHead+VhY8UMkEtLBeXMnZetEww9lWI+298igHbO0pqMH2HcQ1CvdYG2pEB3XPdZhFxUvQ1ahaXoF2Xsxz0MZLZlPQzQuaSEzcl9PmLul33SapTj8OSWXUBz3lPZAFALEIAAAAAElFTkSuQmCC)

+ o(eV4)

(4.1.41)

Notice that because the interaction was at first proportional to e2, terms with odd power of e vanish.

Ignoring terms in fourth or higher order in e<p, and writing 5eff quadratic in <p corresponds to the so-called RPA approximation. In the limit rs « 1, this approximation is justified. Because the equation is quadratic, every single g-component decouples, and every integral becomes a simple Gauss integral. Then, as was discussed in Sect. 2.2, the coefficient of op(q)ip{—q) is (half of) the inverse of the Green function of the potential tp:

(4.1.42)

D 1(?) = e27r(<7)

Using the Green function Do(q) = 47r/|q2| of the non-interacting case, and using (4.1.42) we obtain

D(q) = (Daiq^1 - e27r(g)) 1 = D0(q) (l - e2Da{q)n(q)) 1 . (4.1.43)

From (4.1.43), we deduce the Dyson equation

D(q) = D0(q) + Do(q)e27r(q)D(q) . (4.1.44)

For readers who are familiar with the framework of diagrams, the correspondence between (4.1.43), (4.1.44) and Fig.4.1 should be evident.

One advantage of (4.1.42) is that contrary to D(q), D~1(q) can be calculated directly, and the trouble with an infinite series occurring when using the Dyson equation can be circumvented. Saying it the other way round, not D(q), but rather D^1(q) has a natural interpretation as the coefficient matrix of a quadratic form.

We now come to the calculation of the polarization function tt(q). Writing (4.1.40) explicitly, we obtain
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Fig. 4.1. The diagrams represented by the Dyson equation
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7r(g,w,) = 2-V - V : —(4.1.45)

V y 0 ^ l(Wn + Wj) - tk+q - £fc

*K UJn*

The sum of Matsubara frequencies of the fermions can be performed by using a variation of the discussion of (3.2.21) and thereafter

1 1 1

0 “ 1(W„ + Wj) - &+, IWn ~ ik

1

Z + lUl- ik+q

m) - /(&+,)

*lull* + *ik - ik+q*
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1

*z — £k*

(4.1.46)

Here, f(z) = (e01 + l)-1 is the Fermi distribution. We are left with the k-

integration; writing again the formula for it(q), and shifting k —> k-q/2, we obtain

(9^0 = 2^%^ mr/2) ■ (4-L47)

V ^ *UUl* + *ik-q/*2 ~ t.k+q/2

Here, we expand q for |q| -C kF:

***fUk+q/*2) - *f{€k~q/***2**)**

***d(,k***

**f(£k) + ' q[5~ (Cfc-q/2 ~ tk) + 9**

2 %

1 92/(a)

= d/(&) fc' 9 d£k m

where we have used

*d£,k*

**+** 0(|9|3

2 *dil*

***{£k-q/2 ~ £k)2* +**

(4.1.48)

& ± 2m + 8m

(4.1.49)

in order to derive the above equation. For the case of zero temperature, we obtain

*am)*

*d$k*

**|fc|2 - kF**2m

) m-h) • (4.1.50)

Using kq = j&| |g| cos 9, (4.1.47) becomes

I&N

n *poc p* 1

w/o lfel2dlfel-/\_1d(cos0)

-—2mkFJ\_^ d(cos0)- ^

777

ftp

*m*

+ 0(|q|:

*ILu'L* —

COS#

M«l

cose/

-+0(l9|3)

(4.1.51)

*lUJl*

*m*

**COS0**

Also the cos 6 integral can be performed immediately, leading to

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| = -2po | \ | iuJ‘ ]n | 'lull - vf|9| | | |
| d 2uF|g| | icj( + uf|</I | | |
| = -2p0 | (l \_^Ltan- | -1 | ’wFi«r | ) |
| ^ vF\q\ |  | L J | / |

n{q,Ui)

(4.1.52)

Here, vF = kF/m is the Fermi velocity, and po — 2mkF/(2n)2 is the unit volume at the Fermi energy cF, the state density around spins. We investigate (4.1.52) further for two different cases.

Because |o/(| is the energy scale of the present problem, and vF |q| the

energy of the exited state with wave vector q, the ratio of both determines two different limits, namely the static limit |oi;| vf|<?|> and the dynamic

limit \u?ij 2> up |q|. For the static limit (|cj;| <C vF |q|). we use the expansion

tan-1 x = - sgnx(|s:| » 1) to write

tt(9 ,W|)

*—2po*

The Green function D(q) of ip becomes

D(q,ui) ^

2 uF|9|.

(4.1.53)

47T

\q\2 + 87re2po 1

7T \_[W(|\_

2 vf|q|

(4.1.54)

Writing iu>j —> u> + i<5, we obtain the retarded Green function by analytical continuation in the upper half plane:

*DR(q,w)^*

47T

|<?|2 + 87re2p0

*into*

2nF|q|

(4.1.55)

In this equation, the second term in [ ] expresses damping and corresponds to the imaginary part of the self-energy. It becomes clear that for |oi;| < r;F |g|, the excitation of electron-hole pairs gives rise to a finite life time of p.
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For the exactly static case w = 0, writing A = [87re2po] we obtain

*D(q,ul = 0) = DR(q,u, = 0) = j^-^* . (4.1.56)

Performing a Fourier transformation, we obtain

D e-H/A

*D(r,wl=0) = DR{r,u> = 0) =.* (4.1.57)

lrl

Equation (4.1.57) signifies that the Coulomb force does not reach far, but will be damped at a distance of about the magnitude of A. The physical interpretation can be described as follows. We focus on one electron. Because it is negatively charged, other negative charges around it will tend to move away. As a result, a positively charged cloud with radius A emerges which is just balancing the negative charge of the original electron. Looking from a distance larger than A, the system behaves like a neutral particle, and the interaction becomes a short-range interaction. This phenomenon is called screening, and A is called the screening length.

On the other hand, in the dynamic limit (|w;| ;» vp |q|), using the approximation tan^1 x = x for |ar| < 1 we obtain

*\*(q,ui) = -lpo^^-* • (4.1.58)

o Wj

With n being the electron density N/V, we make use of the relation

2 \_ 2&p \_ 3n

*Povf (2ir)2m* 2m

to obtain with w2 = 4-nne2/m

(4.1.59)

D(q,uji)

47r

\q*\2* [l + uj*2*/wf]

(4.1.60)

Once again by analytical continuation, we obtain (6 is a positive, infinitesimal constant)

*DR(q,u)*

47r

\q\2 [l-o;2/(W + i6)2]

(4.1.61)

At u = wp, the collective excitement with undamped frequency u>p emerges. This oscillation mode is called plasma oscillation, being an excitation mode where the positively charged background and the negatively charged electrons are moving uniformly (|g| —> 0) against each other. u)p is called the plasma frequency.

We conclude that in the two limits |w;| < vf|<?| and |o;(| » v-p |g| the polarization function n(q, tui) contains the physical phenomenons of screening
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and plasma excitation. The ground state energy Eq will be determined by the integral over the whole q = (q.oji) region. We obtain with (4.1.35) and (4.1.41) from

lim l-llnz) =Eg (4.1.62)

*a*—\*oc *\ p j*

the expression

v 27re2

q

*\q\2/^ -*

|qf|2/87r

**)**

(4.1.63)

Here, Ego is the ground state energy of non-interacting (e = 0) free electrons. We use the fact that jj ~/)^(da;)/(27r) holds for fi —> oo to write

*Eg = Ego +*

In

i *4ne2 I \*

*l-wn(q,u)*

*2ite‘*

*W2*

n)

(4.1.64)

This is just the equation that Gell-Mann and Bruckner obtained, and the asymptotic expansion in rs gives rise to

Eg = N - ^^ + 0.062 In rs ~ 0.096+ ■ ■ ■ ) , (4.1.65)

V **rt** rs **J**

where the Rydberg constant Rn is set to be one. A more detailed discussion can be found in the literature [G. 13].

**4.2 The Bogoliubov Theory of Superfluidity**

Bogoliubov was the first to study a bosonic system with repulsive short-range interaction as a model of superfluidity. Here, we will discuss his theory from the point of view of path integrals. The sum of states of the system can be expressed with the c-number fields i/j(r,r), ip(r,T) obeying the periodic boundary conditions 4>(r, r + j3) = i/!(r, r) and ip(r, r + /?) = ip(r, r):

*Z — 'D'ip'Dipe^*

(4.2.1)
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where g is the interaction constant between the bosons; the repulsive interaction case corresponds to g > 0. Equation (4.2.2) equals (2.2.4) for the choice v(r — r') = g6(r — r').

As is well known, a non-interacting bosonic system (g — 0) undergoes a phase transition at a given temperature To leading to Bose condensation. Because (4.2.2) is a quadratic problem for g = 0, it can be solved exactly. In this case, the chemical potential is determined by the condition that the total number of particles is given by N. Using the Green function (2.2.14), the particle number at wave vector k is determined by

rifc = (dfcdfc) = +^lim (Tdj.(r)a^(0))

= — lim G(fc, r)

T—>0 —

, 1 *e~iUnT*

= - hm - > : — .

T->0- *P ^ lU}ri~ £k*

Here, we make some remarks about the sign of r. When rewriting the sum that runs over u)n in (4.2.3) as a complex integral, there is the subtlety whether the integral running over the half circle at \z\ —> oo vanishes or not. Explicitly, the function g(z) having a first-order pole at z = iu>„ must fulfil the condition

(4.2.3)

lim *g(z)* e *ZT = 0 .*

|z|->oo

In the present case, with u>n = 2nnT for r < 0, when using the Bose distribution n(z) = (</iz — I)-1 for g(z), the above equation is fulfilled. However, for t > 0, it is necessary to use g(z) = n(z) + 1 = (1 — e?z)~l. The same remarks apply to the fermionic case as well.

Having this remark in mind, (4.2.3) leads to

Ufc = n(£fc) (4.2.4)

in the same manner as in Sect. 3.2.

£ nk = Y, s M = N . (4.2.5)

fc k

This equation determines p. Because N(g.) has the form of the Bose distribution, it is an increasing function in g and a decreasing function in = T~l. Therefore, at lower temperature (for larger 0), g also increases. However, there exists an upper limit gc for the value of g. As can be understood directly from (4.2.2), this upper limit is given by gc = 0. For g — 0, (4.2.2) becomes

*-iu)„ +*

j\*!i

2 *m*

*ip(k,u>n)ip(k,uJn) .*

(4.2.6)

In particular the u>„ = 0, fc = 0 component is given by -fitp(Q)ip(Q). If H were positive, then the action (energy) would become small for infinitely large ^(0)^(0), and the system unstable. Therefore, y, = y(T) is negative and approaches zero when the temperature decreases, and finally becomes /j.(Tq) = 0 at some temperature To.

When lowering the temperature below T0, y is still zero; however, ip(0,0) and ^(0,0) reach a finite value. That is, splitting tp(r, 0) and tp(r, 0) into a condensed part ipo,ipo and a non-condensed part ipi,ipi

VS(r,r) = Vh ***+ 4>i{r,r)*** , ***iP{T,t)*** = "00 ***+i>i(r,r)*** ,

(4.2.6) becomes

5 =

u>„ k

-iwn +

|21

J\*\_

*2m*

*i>i{k,u>n)ipx(k,wn)*

(4.2.8)

and (4.2.5) becomes an equation that determines instead of y now the value of |^o |:

W2 + ]Ln(a)U=o = W ■ (4-2.9)

M o

Above, we gave a short review of the Bose condensation and, as will become clear in the second half of this section, for g = 0, superfluidity cannot occur. Here, we only want to stress that following (4.2.8), the excited states in the Bose condensation phase obey the dispersion relation u>k = |fc|2 /2m.

For the case when the interaction g is finite, for large piip. the non-linear term in (4.2.2) surely dominates the quadratic term in %p,%p and guarantees the stability of the system. Therefore, fi also is expected to reach positive values. In this case, the part So of the action that depends only on V’o,V’o reads in the notation of (4.2.7)

*SQ=pV[-n\^0\2 + \g\i;Q\A] .* (4.2.10)

As shown in Fig. 4.2, the potential is shaped like the bottom of a wine bottle, and reaches a degenerate minimum at the finite value |-0o|2 = ft/g.

In the present case, the meaning of spontaneous symmetry breaking, as discussed in Sect. 3.1, is the fixing of the phase of rpQ. The Bogoliubov theory consists of a Gaussian approximation up to second order in the small fluctuations i/Ji and ip! around this minimum. Here, for simplicity, we fix the phase ipo by requiring ip0 = real, without loss of generality. Expanding the action up to second order in rpi and i/q leads to

*S = Sq + dr J* dr |

i

*+ +1P1+* 4^1 *tpi)*

(4.2.11)
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Fig. **4.2. The ‘potential’ for the homogeneous part ipo**

Here, fi and ipo must be determined by requiring that the particle number is N; however, we will postpone this calculation and assume fi and i/’o as given. Here, only the relation fi = gipQ between both is necessary. Then, from (4.2.11) we obtain

*S = S0 +*

J^dr Jdr

*dT*

*2m*

i’l + +0i)2

} (4-2.

12**)**

Introducing the real fields A and P for ipi and Vi by writing

and

ipi(r,r) = A(r,r) -t-iP(r,r) i/'i(br) = A(r,r)-iP(r,r) ,

(4.2.13)

(4.2.14)

we obtain

S \* Sq + jf dr Jdr|,

**+ P[-2iVl]P + 2‘-4a’P} '**

In order to derive (4.2.15), we used Gauss theorem

*J*dr *(AV2P - PV2A)* = *J dr*V ■ (*AVP - PVA) =*

2m

V2 4- *2gipQ*

(4.2.15)

and

*f0* dr *AdTA = \[A2}q* = 0 .

Jo ^

As is clear from Fig. 4.3, the meaning of the fields A and B introduced in (4.2.13) and (4.2.14) is the following. A corresponds to the degree of freedom of increasing and decreasing the amplitude of ipo. P is orthogonal to it, corresponding to the degree of freedom that alters the phase a little. The

**Re *<!>***
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Fig. 4.3. The excitation mode A and the phase mode B

third term in { } of (4.2.15) shows that A and P are canonical conjugate to each other, and both build up a harmonic oscillator together. This mode corresponds to the movement in the continuous minimum of the potential of Fig. 4.2, and is nothing but the Goldstone mode introduced in Sect. 3.2. Performing a Fourier transformation in (4.2.15), we obtain

*S =*

*k.Lun*

‘ *A(-k,-un)*

*'P{-k,* -w„)

We can determine the Green function

*-U>„*

]\*!!

2m

|  |  |
| --- | --- |
|  | A(k,un) |
|  | P(k,un) |

Un

(4.2.16)

|  |  |
| --- | --- |
| A{k,un) | **t ‘** |
| P(k,ujn)\_ |  |

A(-k, -U>n) P(-k, -Un)

'2f W

2m ' 2m

**+ 2 9V**

’o) + ul

Ifcl2 ,

*2^ + 2^*

T “I

*UJr,*

*\kf*

2m -

W2

2m

N!

2m

+ 2.gVo

(4.2.17)

The Green function has a first-order pole at

\un = ±

2m

This is the dispersion relation of the excited states. For small \k\ (|fc| <C fco = 2v/mff'/>n). it approaches the dispersion relation of acoustic waves,

Uk = \ —ipo|fc| = c\k\ , (4.2.19)

V m

and for large |fc| (|fc| S> fc0 = 2v/m<?-i/’o), it approaches the dispersion relation of a free particle.

**4.2 The Bogoliubov Theory of Superfluidity 107**

3 ik • <4-2-20>

Bogoliubov was the first to derive the dispersion relation (4.2.18), showing that owing to the interaction g, the dispersion oc |fc|2 alters to the dispersion of acoustic waves oc |fc|. This fact leads to superfluidity, which will be explained from a slightly different point of view at the end of this section.

To conclude the Bogoliubov theory, we determine p and tpQ. From (4.2.13) and (4.2.14), we obtain

(V4(fc)^i (fc)} = (A(-k)A(k)) + (P(-fe)P(fc))

+ i(T(—fc)P(fc)) - i(P(—k)A(k)) . (4.2.21)

Using (4.2.17), with S being an infinitesimal small positive number, we conclude

|  |  |  |
| --- | --- | --- |
| A{k) | t | MHO' |
| P(k) |  | P(-fc)J |

|  |  |  |
| --- | --- | --- |
| uJn |  | |
| 1 ^ eiw" |  | ■j\*!!  2m |
| I3^2(w\* + u>\*) | | &11 |

A(-k, -u;n) P(-k, -^„)

Sr+2#°2

(4.2.22)

We conclude from (4.2.21) that

1 . f I JU]2 ^

nk = ($ (fc)^! (fc)) = -qY1 u2 + u;2 { 2^x + + iWn J ‘ (4'2-23)

*^* U*>n k 11 \ J*

Setting g = 0, we obtain ujk = |fc2|/2m, therefore (4.2.23) leads back to (4.2.3) in the case p = 0.

For simplicity, we restrict our discussion to zero temperature, where the sum in (4.2.23) becomes an integral, which can be evaluated as the complex line integral, leading to

Integrating over fc, we obtain V

**e**nk**=(**2**^ ■**4n r,fe|2 **d,fei** nk**=**ivk**® ■ (4'224)**

Here, 7 is a constant that can be determined by the following converging integral:

1

Therefore, the condensed part tpQ can be determined by the equation
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N = Vrpl + ^2nk = V ip%+ — {mgf/2ipl . (4.2.25)

The first term on the right-hand side of the above equation is the classical solution, and the second term corresponds to the Gaussian fluctuation around it. We performed an expansion where the fluctuations are assumed to be small, therefore the second term must be smaller than the first term. This leads to the condition
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(4.2.26)

Under this condition we can write approximately
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(4.2.27)

The Bogoliubov theory as described above is appropriate in the dilute limit or when the coupling is small. The fluctuations around the classical, symmetry breaking solution (the saddle-point) ip = ip0 and ip = ipQ are assumed to be small, and can therefore be expanded up to second order and treated as Gaussian fluctuations. This path integral evaluation method using the classical solution plus the Gaussian fluctuation is called the saddle-point method in mathematics, and can in physical terms be described as the “mean field T RPA” method.

However, as discussed in Sect. 3.2, and mentioned in Sect. 3.4 as Elitzur’s theorem in relation to lattice gauge theory, in low-dimensional systems, or for the case when the system is locally gauge invariant, no spontaneous symmetry breaking occurs, and the mean field approximation becomes even qualitatively meaningless. Of course, also the assumption breaks down that the fluctuations around the mean field are small. Therefore, it is necessary to build up another theoretical description. In order to do so, we refer back to Fig. 4.2. The potential of |"0o|2 has a minimum at |-0o|2 = p/g, and when \ipo\2 is altered, a retrospective force is acting. However, there is no energy loss for a global phase transformation (k = 0), and long waves have only a small excitation energy (the Goldstone mode of Sect. 3.2).

Explicitly, using the phase and amplitude of ip and ip, we write

*iP(r,r) = [p(r,r)}1^eie^*

(4.2.28)

ip{r,r) = [p(r,t)]1/2 e~l9tr,U

and insert these expressions into the action (4.2.2). We obtain
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*pdr0 +*

1

1

2m [4p

*(Vp)2+p(V0)2*

*~(p + bp)p + -gp2*

(4.2.29)

Here, ipdT0 is the Berry phase that was discussed in Chap. 2, signifying that the particle number (density) p and the phase 0 are canonical conjugate.

In order to extract the information about p in (4.2.29), we write the chemical potential as the sum of a constant value p and a test field 6p(r, r). Now, we consider the case when p is positive (low temperature). Then, p can be expressed as

*p — ip2 + 6p — ^ + 6p ,* (4.2.30)

and although the fluctuation 6p is assumed to be small, qualitatively this can be a good estimation. On the other hand, we are interested in the case of low energy, so we assume ujn and k, or dT and V to be small. Writing approximately for these terms up to second order f dr / dr 6p = / dr f dr 6p = 0 and ignoring the term (V<Sp)2, up to constants, the action is given by

*dr[ibpdT0+^(V0)2 + ^g(bp)2-bpbpj* . (4.2.31)

Notice that it has been assumed that the derivative of 0 is small; however, 0 itself may reach large values. Therefore, (4.2.31) can also describe the scenario described in Sect. 3.2, where the fluctuation of the phase becomes large and finally the order disappears. Therefore, the state (ip) = (ip) = 0 can also be described [see (5.3.9)].

In fact, (4.2.31) describes thoroughly the low-energy physics of a superfluid. The first term ibpdT0 has already been discussed. The second term arises due to the effect of ipo / 0, representing the rigidity of 0 [see Sect. 3.1]. That is, an elastic energy proportional to the square of the phase difference V0 emerges. The phase becomes solid as if it were a rigid body. The third term signifies that the fluctuation of p feels a finite retrospective force, and the fourth term is the test field with respect to bp.

Before we discuss this action, we determine the particle current density j(r,r). Prom (1.3.20), we obtain

*j(r,r) =* — *{ip{r,T)Vip(r,T)* - V^(r,r)t/>(r,r)}

= ^V9(r,r)S^(r,r) . (4.2.32)

*m m*

Here, we have applied the same approximation as to the action and considered only the lowest-order term.

Now, because (4.2.31) is a kind of harmonic oscillator action, the Heisenberg equations of motion of the field operators that can be deduced from this action following from bS — 0 read
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= *bp(r, t) - gbp(r, t*) = *bpea(r, t)* , (4.2.33)

*dp(r,t)*

*dt*

^V20(r,t) = -V-j(r,f) m

(4.2.34)

Here, we returned to the real-time formalism, r —\* it. In bp^g — bp(r, t) — gbp(r, t), the part coming from the interaction is implemented in the effective chemical potential that is subtracted from the average value p.

Equations (4.2.33) and (4.2.34) are the Josephson equations describing superfluidity. For example, even when the chemical potential is totally homogeneous (bp, = 0), (0(r,t)) = 0{r) is time independent, but space dependent. Therefore, a constant particle current (j(r,t)) = j(r) is flowing.

Performing the Fourier transformation of (4.2.31), writing k = (fc, uiri) and setting bp = 0, we obtain
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|  |  |
| --- | --- |
| bp(—k) |  |
| L \*(-\*) |  |

Wn

~2

*Wn*
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|  |  |
| --- | --- |
|  | 'bp(k)- |
|  | 0(k) |

(4.2.35)

In the same manner as for (4.2.17), from this expression we obtain

|  |  |  |
| --- | --- | --- |
| bp(k) | **t** | 6p(-k) |
| 0(k) |  | 0{-k) |

1

1

2 *gtp*o

f|k|2 + f

4m 4

1

2m

W:

|fcf -

Wn

2

25

*m*

-wn

*9*

(4.2.36)

In this case, uik is given by u>k

rpo\k\ = c|fc| .

(4.2.37)

This expression equals the long-wavelength limit (4.2.19) of (4.2.18), which is obvious due to the properties of the approximation described above. The dispersion relation of this acoustic wave model and rigidity have a one-to-one correspondence. Therefore, in the case g = 0, even when Bose condensation occurs, superfluidity does not arise.

Finally, we calculate the equal time density correlation function S(k):

— Ifel2 2m ^

fl-o Wfc

(4.2.38)
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In the approximation Wq = N/V, the relation between S(k) and iPj. at zero temperature is therefore given by

lfc|2

(4.2.39)

2 mS(k)

This equation signifies that the long-range correlation (S(k) oc |fe|) of the boson density leads to the acoustic wave dispersion cu\* = c |fc|. This equation is called the Feynman relation.

Above, we examined the effective action describing the low-energy dynamics of the phase. We conclude that also for (ip) = (ip) = 0 the two-dimensional bosonic system can become superfluid. However, because in the above discussion the degree of freedom of vortices has not been included, it is necessary to make an even more detailed analysis. This will be done in Sect. 5.3, when two-dimensional superconductors will be discussed.

1. Problems Related to Superconductivity

In solid state physics, superconductivity is an extremely important topic, because it is one of the phenomena with universality. The quantum mechanical phase of the electrons in some sense gains rigidity as if it were a rigid body, and as a result the properties of the quantum wave show up at the macroscopic level. In this chapter, several problems related to this quanta! phase are discussed.

* 1. Superconductivity and Path Integrals

In Sect. 4.1 we discussed the problem of the Coulomb interaction of an electron gas. We reduced the problem to the field theory of a bosonic field p = fyrpa, constructed from the fermionic fields ipt and Vv, and the conjugate potential <p of this bosonic field. This description can be regarded as a close-up of the density in the particle picture. So, which kind of bosonic field can describe the wave picture of the electronic system? We start our discussion with this problem.

As mentioned in Sect. 1.2, and emi0/A are operators increasing and

decreasing, respectively, the particle number by m. We search for a bosonic operator constructed from two fermionic operators having this property. The simplest objects that can be constructed are the product of two creation operators, or two annihilation operators:

^lff2(ri>r2) =^1(r-i)^2(r2) , ^a1a2(ri,r2) = -4la2(r2)lpadrl) ■

(5.1.1)

(5.1.2)

These operators act by raising or lowering the electron number by 2. Introducing in (5.1.1) and (5.1.2) instead of ri and r2 the relative coordinate r and the centre of mass coordinate R

r = r\ - r2 ,

(5.1.3)
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we obtain

5. Problems Related to Superconductivity

= - ^ exp[-i(fe, + fe2) • fl] exp[- ^(fc! - fc2) • r] Cj, (fe, (fe2) .

This is the description of the processes of creation of an electron with spin 0\ and wave number k\ and an electron with spin <7o and wave number fco. The product of both is represented by <?f. Performing a Fourier transformation with respect to the centre of mass coordinate, for (5.1.4) we can write

Hia2(r,R) = , (5.1.5)

v q

\*lia2(r.Q) = — -Cl^CHQ-k) . (5.1.6)

At low temperature ksT <C ep, Fermi degeneracy occurs in the fermionic system, and all states from wave vector |fc| = 0 to kp are occupied. A new electron can only be created with a wave vector larger than kf (|fcj > kp, \Q — k\ > kp). As a result, k — Q/2 in (5.1.6) is of the order of the wave vector kp, and for the relative coordinate r, the region |r| ~ kp 1 is relevant. For a typical metal, kp 1 is about the size of the lattice constant a. Therefore, the typical scale of the relative coordinate is given by r ~ a. The reader might think that the length scale characterizing the relative coordinate can be identified with the correlation length £ of the superconductor that will be introduced later on. This is also an important scale; when considering the wave number space, the states in the range of ±£-1 around the Fermi wave number kp do contribute. In the present discussion, the scale that determines the oscillations with ~&f is important.

Now, on the basis of the above discussion, we reconsider the interaction between the electrons. The Hamiltonian can be expressed in terms of the density p, or the fields & and

Hint = \ J dri dr2^1(ri)^2(r2)?;(ri - r2)'iPa2(r2)'ial (n )

= -/dr1dr2«(r1-r2){p(r1)p(r2)-«(r1-r2)p(n)} (= **Hi)**

= *\J* &r&R$lia2{r,R)v{r)$a,a2{r.R) (= H2) . (5.1.7)

As can be seen in (5.1.7), there are two different ways to express Tfim, signifying that it contains two different types of physics, corresponding to the particle picture and the wave picture, respectively. Because (5.1.7) is exact, when proceeding in the calculation without approximations, the result should
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be the same regardless of which expression for the Hamiltonian has been used. However, because in Sect. 4.2 the approximation “mean field +RPA” has been applied, the result differs depending on the expression. Here, a physical picture or intuition is necessary, because no general method exists.

Having two descriptions as is the case in (5.1.7), the most physically reasonable approximation is

Wmt-Wt+Wj • (5.1.8)

We perform the Fourier transformation for p(r) with respect to r in Hi, and for <#>(r\ R) with respect to R in H2 and call the wave number Q, respectively. We restrict the summation over Q in Hi and H2 on the right-hand side of (5.1.7) to the region where |Q| is small. Then, when writing H\ and H2 in terms of the original wave numbers of the fermions, the summation runs over almost disjunct regions. If the summation over Q were performed over the whole region, then we would obtain Hmt, = \(H\ + W2)- However, in the approximate discussion that will be applied in what follows, for the correct description of the two kinds of physics that are contained in Hint, the factor 1/2 must be omitted.

Hi has already been discussed in Sect. 4.1. In this chapter, we will investigate H2. First, we introduce an approximation to H2.

As explained above, for the relative coordinate r occurring in and the dominant contribution comes from |r| ~ a. Therefore, only the region |r| ~ a of the interaction r(r) in H2 is relevant. Even when the Coulomb interaction v(r) = e2/ |r| is a long-range interaction, this is not important for H2. When only the properties of wave lengths longer than **a** are considered, we might replace v(r) by an effective delta function potential:

v(r) — U6(r) . (5.1.9)

Then, the r integral in H2 can be performed, leading to

W2= dRSla2(O,R)0aia2(O,R) . (5.1.10)

Because of r = 0, for the case <7\ = 02, ^<ti<t2(0) R) = 0 automatically holds.

Hi = U [dR&n(0, R)$n(0, R) = *u* (0,Q)<Pn(0,Q) . (5.1.11)

J 9

Since the Coulomb interaction is repulsive, we might think that U is positive as a matter of course. However, in the crystal the lattice oscillation and the electrons are coupled, leading to an attractive force due to phonons for energies smaller than the Debye frequency wp- In order to describe this feature, we integrate out successively the high-energy excitations of the electronic system and derive an effective action describing the phenomenon at the energy scale below wp. First, for excitations with energy higher than wD, because

U is positive, we perform the Stratonovich-Hubbart transformation as was done in Sect. 4.1:

\. ~U L dT /dK$n(0>R'T)$u(°>-R>T)

*= J VARA exp* i-r dr *j &R^jjA{R,t)A{R,t)*

+ iA{R, r)<%(0, R, T) + izl(fl, r)<%(0, R, r) j  
= J VAVAexp [-^dr J dR^~A(R,T)A(R,T)

+ i A(R,T)ipli(R:T)ip^(R,T) + iA(R,T)t/i-1(H)T)t/j|(H,T)|

I

Here, we introduce the cut-off /10 for the energy £k = |fc|2 /2m - eF\

exp

**E**

**+ifc • ft—iu>nr**

(5.1.12)

***iAR’r) = jmT.* E**

(5.1.13)

^ e

I^KAo

**-ifc • ft+iu;nT**

First, we choose /1q to be of the order of the Fermi energy The partition function becomes

*'D->i)aVA'DAe-s('i'°-i’"'A’A)* ,

(5.1.14)

*S^a^a.A^A)*

*= ut)*

***,Q***

+ Y, (“iw» + 6k)^(fc,wn)^(fc,w»)

**fe,Wn**l?kl<^0  
1

+ i-

ysy ^ $2 ^(Q.W/)^(Q - **k,0Ji** - tu„)t/)T(fe,wn)

fc.^n

1C. I- A .. \*^'"1

+

*A(Q,ui)^(k,u}n)ipi(Q* - fc, wj - u

l^-IkAo

(5.1.15)
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Now, we need to integrate out the high-energy components Ao - dA < iCfel < A0. Doing so, the factor l/U in the first term on the right-hand side in (5.1.15) will in general be renormalized to 1/U(Q, wj, Ao — dA). Because we are now interested in the low-energy dynamics, we expand in Q and u;/ and consider the zeroth-order term, that is, we set Q = 0 and w; = 0. Then, the parts Sq of the action that are relevant for the renormalization of U(A) = U(Q = 0,ui = 0, A) are given by

5o(A) =-^yA(0)zl(0)-l- Y (-iwn + ?fc)^CT(fe,wn)«/)ff(fc,wn)

*^ vn,k*

*\£k\<A*

*+ Y*

*\* kMn*

I €\*!</!

+1

**4(0)**

*JW*

Y ^-wn)

*k,U„*

*\(\*\<A*

|  |  |  |  |
| --- | --- | --- | --- |
| ^T(fc,wn) 1 | —iu!n + £k | ''vmm | ^T(fc,u>„) |
| -w„)J | l‘vwm | -iw„ - |  |

t

k,u„

K»l<^

(5.1.16)

Writing U(A = A0) = U and performing the integral over A0 - dA < |£\*| < Ao, from

I 'Dxjd'Dipe = e-s0(yi-dA)

***J A~dA<\Zkl<A***

(5.1.17)

we obtain the expression

1

*U(A -* dA) 1

4(0)4(0) A(0)zl(0)-^^' In det

***U{A)***

*sffi*

4(0) -iwn - &

*—UJ*

*ek + ~A(0)A(0)*

+ const.

(5.1.18)

Here, we defined Ylk = Hk,A-dA<\(ik\<A- Expanding the logarithm with respect to 1/(0V)A(O)A(O) and comparing the coefficients of AfOiA(O), we obtain v
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1 11 1

*U(A-dA)* = *U(A) + W \ u?,+ek*

(5.1.19)

Assuming kBT <C A, and writing an integral instead of the sum in wn, we obtain

1 \*1 1 ^ l 1 f°° du> 1 1 Y' , l dA

*W^\<^ek = v^ J-oc^^Tek =* 27v i^ = p°T '

" (5.1.20)

Here, po is the (density of states/spinxvolume) on the Fermi surface. We therefore obtain

1 1 dA

*U(A-dA) ~* [7(A) *+Po^\*

(5.1.21)

or

d

din A
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(5.1.21')

Wc observe that the effective repulsive potential U (A) becomes smaller for lower energies. This is due to the fact that because of the repulsive potential, other electrons no longer come close, and they feel the interaction less strongely. Integrating (5.1.21') from A = Aq down to A = «d, we obtain

1 1 \_ \_ , wd

*U(u>* d) *U(Aq) P°* A0

(5.1.22)

and because C/(Aq) = C7, we obtain

U(u>D) =

*U*

1 + po^ln

Aq

o>d

(5.1.22')

With Aq ~ £f ~ 104 K and wp ~ 102 K, we obtain lnep/wo ~ 5. Writing the repulsive force dimensionless, /T = poU(ujn), using po = poU(ujd) (this is not the chemical potential) we obtain

***P\** = *PoU{uD) =***

*PoU*

1 + poU In

Aq

u>d

<

1 + pin

Aq

OJ D

1
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(5.1.23)

p\* becomes even smaller than 1/5. As a result, the attractive force of weak phonons may dominate the repulsive force. In this case, for low energies (M < wd) an effective attractive force acts between the electrons, justifying the Hamiltonian of the BCS theory.

In a very direct manner, this can be interpreted as follows. An electron with energy of about £f moving with high speed has an average rest time in the zone around one ion of about 1/ep. On the other hand, the motion of the
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ion (phonon) has the time scale of about 1/wd> which is (compared with the electrons) very slow. When an electron arrives at an ion, the energy of the nearby nucleus is relaxed, and therefore a good relation with the guest (the electron) at this place will be established. However, although the electron is moving away in the time 1/ef, even without a guest the ion provides good accommodation for electrons during the time I/wd. Now, let us assume that another traveller (electron) comes its way. He will be attracted by the place where good accommodation is provided. Because the electrons do not meet each other, although they do not have a good relation to each other, both feel attracted by the same host. By this mechanism, the attractive force in the BCS theory arises, leading to superconductivity. Before we enter into details, we give an overview of superconductivity. In the following discussion, we set h = c = 1.

When we have to explain in a word what superconductivity means, the answer might be that the quantum mechanical phase of the electron system becomes ‘‘solid” as if it were a rigid body, and gains rigidity. In this sense, this phenomenon is analogous to superfluidity described in Sect. 4.2. The difference between both is that electrons are charged and coupled through the electromagnetic field, but superfluids (for example, helium) are neutral. As a result, in superconductors remarkable electromagnetic phenomena emerge.

We consider a sample of length L where the phase of the wave function <fii(r) fulfils the boundary condition that it differs on both sides only by AO. Therefore, after performing the gauge transformation

<Pi{r) = e'{A9/L)xyi(r)

(5.1.24)

we might require just the normal periodic boundary conditions for ipi. Corresponding to (5.1.24), the differential operator in the Hamiltonian becomes

Vw(r) = v[e,^/£)-ft(r)] =ei^L)' V + i~ex <p,(r) , (5.1.25)

which just corresponds to the presence of a vector potential A = (A0/eL)ex. Here, ex = (1,0,0) is the unit vector in the x direction. Concerning the twisting angle AO, when the degree of freedom of the phase behaves like a solid body, there should arise a “macroscopic” growth K(A0)2/2 of the free energy, with K being the coefficient of rigidity. Correspondingly, owing to the vector potential, the energy increase is just
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(5.1.26)

Here, pa is the so-called superfluid density, becoming smaller with increasing temperature and zero at the phase transition temperature Tc.

Because the current density J is the derivative with respect to A of the free energy, we obtain from (5.1.26)

*J*

*6AG*

*SA(r)*

e2ps

Mr)

(5.1.27)

This is nothing but the London equation. More precisely, using the Maxwell equation rot H = rot rot A = grad(div A) — AA, we obtain the London equation:

rot H = rot rot A = grad(divA) — A A m

(5.1.28)

Here, the Coulomb gauge condition divA = 0 has been applied for the vector potential. From (5.1.28) we conclude that the penetration depth A of the magnetic field is given by (47re2ps/m)~1/2. The magnetic flux does not reach deeper inside, which corresponds to the well-known Meissner effect. Tracing it back to its origin, we come back to the rigidity expressed ill (5.1.26). Here, we discuss more in detail the significance of (5.1.26).

First, it is important to notice that (5.1.26) is the increase in free energy, and describes a thermal equilibrium state. That is, no energy dissipation occurs. This is due to the fact that only the electric field E can do work in the system, but not the magnetic field H. Because we are thinking of time- independent A at the moment, the electric field E can be expressed only in terms of the scalar potential <j>:

£?= -V</>

(5.1.29)

The energy dissipation becomes

**<3 =** f dV **J** **-** B **= / dVj^ A • V\* = - JdV—^div ^ = 0**

(5.1.30)

and therefore vanishes. Here, we used the Gauss theorem, and the Coulomb gauge condition div A = 0. Therefore, A describes a magnetic field, and the current given in (5.1.27) expresses the corresponding induced diamagnetic current density.

So, what is the difference from the diamagnetic current density occurring in a non-superconducting material? The difference is that the vector potential itself appears in (5.1.26). In a normal conductive material, the presence of a magnetic field H = rot A leads also to an increase in the free energy, but in any case the expression contains the term H = rot A; the vector potential A without derivatives does not appear. Explicitely, one can write

AG = j -x«2 dV = J -X(rot A)2 dV . (5.1.31)

Here, x is Landau’s diamagnetic susceptibility. The magnetization M is given by the derivative of AG with respect to H:
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On the other hand, the diamagnetic current density is a derivative of (5.1.31) with respect to A:

*SAG*

*SH*

(5.1.32)

M = -

J = —= — x rot rot .4 = rot M (5.1.33)

leading to a very well-known equation. Now, we consider the total diamagnetic current flow I through one intersection of a sample. Introducing a surface S that is large enough, containing this intersection and reaching also the vacuum outside of the sample, we conclude from Stokes theorem for the current J:

1= f J-dS = [ rot M • dS = f M-dl . (5.1.34)

Js Js Jas

Here, dS is the boundary of the surface, and because the magnetization M is zero outside of the sample, the integral vanishes. In this manner, the diamagnetic current in a normal conductive material must cancel out and become zero in total. On the other hand, the superconductive diamagnetic current

1. is a macroscopic current which can be observed. Roughly speaking,
2. is the diamagnetic current (5.1.33) that becomes macroscopically visible and, correspondingly, until the magnetic flux is totally repelled, a strong diamagnetic current (perfect diamagnetism) emerges.

As mentioned above, the vanishing resistance for superconductors signifies that the superconducting diamagnetic current also flows when the electric potential difference is zero. The notion of the limit of a small electrical resistance p easily leads to misunderstandings. Rather, a physical picture is that the electrons moving chaotically in the normal conduction phase take each others’ hands in the superconductor phase to rebuff the enemy (magnetic field) as a united community. Saying it in another way, the current density J consists of a paramagnetic current Jp and a diamagnetic current Jd- The paramagnetic current Jp will be defined later on in (5.1.70) as a contribution due to the strain of the wave function under the electromagnetic field. On the other hand, the diamagnetic current Jd is given by (5.1.27) when replacing ps by the electron density ^2,a^)a{x)ipa{x). In the normal conducting phase Jp and Jd almost cancel each other, and only the small Landau diamagnetic current (5.1.33) remains. In the superconducting phase, as has been mentioned several times, the wave function gains rigidity and is no longer influenced by the electromagnetic field. As a result, the cancellation no longer occurs, and

1. describes the perfect diamagnetic current density.

So, what might be the microscopic mechanism that leads to a “rigid phase” ? The BCS theory gives an answer to this question, as will be explained in what follows. The phenomenon that the quantum mechanical phase reaches macroscopic dimensions (this is called coherency) is realized for the Bose

5. Problems Related to Superconductivity

condensation, as was described in Sect. 4.2. However, because electrons are fermions, they cannot all condensate in the ground state. But when pairs of two electrons attracting each other (called Cooper pairs) occur, these bosons consisting of two fermions do condensate. Because the Cooper pair carries the charge —2e, the system becomes superconducting. However, this picture is not exactly correct, because the separation of the bound state energy for a pair of electrons from the continuum would require an enormous attractive force of the order of ep (some eV). Considering the fact that the fundamental interaction between the electrons is the repulsive Coulomb force, this seems to be impossible. In a realistic metal, the electron states in the vicinity of the Fermi surface reorganize themselves in such a way that bosonic fields, which are the fields & and <P given in (5.1.1) and (5.1.2), do condensate.

To describe this feature, we start with the following BCS Hamiltonian:

</»<

*H*

^y'drdr,^(r)^,(r/)i^^7j^<T'(r')^a(r) - (5.1.35)

+

As has already been mentioned, this is the effective Hamiltonian describing the low-energy states in a width of order u»d in the vicinity of the Fermi surface. The attractive force g in the second term is given by

A = pog = Ao — fJ,\* , (5.1.36)

with go being the attractive force due to the phonons (written dimensionless with Ao = po9o)-

Using again the Stratonovich-Hubbard transformation, the partition function can be written as

*Z = jV$aThl)aVAVAV<pe-s{\*°-\*’'A'A'\*)* , (5.1.37)

dr j dri^A(r,r)A{r7T) + —[V^(r,T)]2

[ V2

*tpa{r,T)*

*+ ipa{r,T) \dT* - *—n + ieip(r,r)*

+ A(r,T)il>i(r,T)xl)i(r,T) + 4(r,r)t/jT(r.r)i/’|(r,r) j

(5.1.38)

Comparing this with (5.1.15), notice that the complex unit i is not multiplied by A and A. This is due to the minus sign before the g in (5.1.35). which signals the attractive force.

The derivation of the differential equation (5.1.22) can be adopted to the case A <u>n almost without change, with the result
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d r 1

din A *[g(A)\ Po* ’

(5.1.39)

leading with the initial condition g(u>d) = g to

*9(A) =*
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(5.1.40)

This scaling law signifies that the attractive force becomes stronger for lower energies. Furthermore, from (5.1.40) we conclude that for A = Ac = o>d exp[—l/(poP)]i g{A) diverges, which means that some kind of instability occurs. [Essentially, because (5.1.40) has been derived under the assumption that the interaction g is small, the above theory should be regarded as being qualitative.] When the particles come closer to each other due to an attractive force, they will feel the attraction even more strongly.

Now, the instability itself is just the superconductivity. In order to see this, we integrate out the fermions t/>CT and ipa in (5.1.37) and (5.1.38) and deduce an effective theory for A, A and <p. The lowest-order term in <p, i.e. the quadratic term, has already been derived in Sect. 4.1. It has been possible to terminate the expansion at the second order because in this framework the fluctuation around ip has been stable, that is, the potential had a minimum at (p = 0. However, things are different for A and A. Especially for q = (q. uim) = 0, we obtain for the static component when deducing the potential for 4(0) and zA(0) in the same manner as in (5.1.19)

**So =** a(T)A(0)A(0)
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(5.1.41)

Two points are different from (5.1.19). (i) The second term has a minus sign. As mentioned above, this is due to the attractiveness of the force, (ii) The summation in k has to be performed in the whole region |£\*.| < u;D. This time, we perform the summation arising due to the finite temperature exactly and obtain

1 1 V /(-&) ~ /(&)

*9 Vk*
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(5.1.42)

The temperature Tc where a(T) changes its sign, that it, the temperature fulfilling a(Tc) — 0, is the transition temperature of the BCS theory to the superconducting phase. It is given by
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(5.1.43)

**Problems Related to Superconductivity**

In what follows the Boltzmann constant is set to one. kB = 1. In the vicinity of Tc, the following expansion holds:

*r*

a(T) = a(T) - a(Tc) = po /

•/-WD S

*-Po I ^ dT*

J — cjp S

**/**u>D J

iT=rc

d£-(T-Tc)

d£

= -po

/—u;d

\_ T-T«

= *PO* *Tf,*

*fdZ-(T-Tc]*

(5.1.44)

Becatise a(T) > 0 for T > Tc, the potential for A% = i\(0)Z\(0) has a stable minimum at A0 = 0, as shown in Fig. 5.1. On the other hand, for T < Tc, a(T) < 0, and therefore Aq = 0 becomes an unstable maximum. In this case, higher order terms in A and A may stabilize the potential and, as indicated by dotted lines in Fig. 5.1, a minimum at a finite Ao may arise. Indeed, using (4.1.36) for the expansion up to Aq, its coefficient becomes positive. When |a(T)| is small, that is for |T - Tc| < Tc, it should be possible to stop the expansion there. This is the basic idea of the so-called Ginzburg- Landau theory.

S

zK o)1
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**Fig. 5.1. The ‘potential' of the order parameter of superconductivity**

When restricting the discussion just to the static component, the action

S = /3F({zA(r)},{zl(r)}) (5.1.45)

can be expressed as a functional of the free energy F({A(r)}, (zl(r)}). As has been discussed in Fig. 3.6a, b of Sect. 3.2, the restriction to uim = 0 means that the quantum fluctuations of the fields A and A are ignored. Therefore, (5.1.45) could be called the classical theory of superconductivity. However, this does not mean that quantum mechanics is totally ignored; the quantum aspects of the electronic system are, in principle, relevant when deriving F({^}, {A}). We might compare this to magnetism, where even when in
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principle quantum effects are responsible, a classical theory for the magnetization M(r) is developed.

Next, we examine explicitly what F({zl(r)}, (zl(r)}) might be. We assume that A(r) and A(r) change slowly in space and take into account only terms up to second order in X7A(r) and VA(r). In A and A, we will use all orders up to infinity. We write approximately

F ({4(r)} , {4(r)» = £ \a(q) - a(0)] A(q)A(q) + F(A, A) . (5.1.46)

*Q*

In the above equation, ^2ga(q)A(q)A(q) is the second-order term, and F(A. A) is the free energy for constant A and A. The calculation of a(q) is a slight generalization of (5.1.41), leading to

a[q) = LIr W(W2)-/(W\_) (5>1.47)

*9 V k £k+q/2* + 2

(The derivation is left to the reader as an exercise). In the same manner as in (4.1.47) and afterwards, we obtain up to order 0(|q|2):

a(q) - a(0)

1 ~ 2/(6)

**%**

i - 2/(&) -

*am) \q\2 92mk)*

*d£k Am d(\*

|g|2

2^ + tl

4m
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Performing the variable substitution (k + |<z|2 /8m —> (k in the |fc|-integration, we obtain

/ \ *rn\ ~* 1 1 *®2f(£k) fk-q*

*v^in-siri*

2 & d(2 V 2 m

"D *d2f(Qlfi + L* **2£** *d(2*3 2m 1

(5.1.48)

Here, df(()/d( and d2 f(() jd(2 become large in the region |£j < T, Therefore, for T ~ Tc •< o>d, we obtain

a(q) - a(0) = p0 f

***J — oo***

d£

ld2/(0 H

*( df,2* 12 m

l«l2

(5.1.49)

Using the (^-function ((a) = 1 /n” , the integral can be calculated as

where we defined /(£) = /(£) — 1/2 + (l/4)/3£. Using /x = \mv2F, (5.1.49) becomes

1 \ ii\\ ~ ^C(3) POUp | |2 a(q)-a(0) =

(5.1.51)

48 (trT)2

Next, we determine the second term on the right-hand side of (5.1.46). For the calculation, it is sufficient to set A(r,r) = A and A(r,r) = A in (5.1.38):

Z = *e~0F^ S(^a.^„,A,A)*

(5.1.52)

-i*A A* -i*u)„ - (,k*

*^(k)*

(5.1.53)

therefore, we obtain

-0F(A,A) *=* **EEln** det

—iwn\_+ A

A — iu>„ - &

*(3V*

*=* E - *& - AA) - rAA*

***k***

**=EEln(\_w"-^+EEln(1 +**

***u>n k***

*-0^AA*

*9*

*AA*

*“i+a*

*j3V A A*- *—AA .*

*9*

(5.1.54)

Here.

AF( A A) = F( A A) - F(0,0)

is a function only of A% = AA. For So in (5.1.41) being the first term (that is, the term quadratic in A) from the above expression, we can successively expand higher order terms in A2. The fourth-order term becomes

(Ad)2

-hi>/:

*{ui+ey*

*(AA)2*

4 *0 ’*
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*PoV* tt *(0\* 4 *0\\*J* 7C(3) *poV* 16 *{kT)2*

•2-^C(3)(4z1)2

*(AA)2* .

(5.1.56)

Putting the pieces together, from (5.1.44), (5.1.51) and (5.1.56), and setting A(r) = 4\*(r), we obtain

AF ^

*T-Tc*

*Tc*
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, **7C(3)**

48

|Zi(r)|2

**7C(3) 1**

16 (ttT)2
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(5.1.57)

This is the free energy of the GL theory.

Under what conditions might it be justified to stop the expansion of (5.1.55) in A2 = AA after the fourth order? The general term AF('2m' can be estimated by

AF(2m> = — Y'

*m^k^n+Om*

y /tf\2rrl~2 1

therefore we see that

*£p{2m+2) j£p(2m)*

*02AA*

(5.1.58)

is the dimensionless expansion coefficient.

Next, we discuss the meaning of the action (5.1.53). We introduce the new Grassman numbers a(k) and 0{k) by

(5.1.59)

We choose cos 6k and sin 6k in such a manner that (5.1.53) becomes diagonal with respect to a(k) and 0{k). Therefore, we set

oa \_ Ao

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| \_^r(0 |  | cos 9 k | - sin Ok |  | a(k) |
| V’i(-fc). |  | sin Ok | cos Ok |  | 0{-k) |

cos20fc =

sin 20k =

*'JZk* + *A0 Vtk + At,*

Here, we set A = A = Aq. Then, (5.1.53) becomes

S^a^cAo) = S(a,a,0,0,Ao)

=^+ee'

*9*

io;n k

|  |  |  |  |
| --- | --- | --- | --- |
| a(k) ' | —iWn + \/£fc + Aq | ° J | [ a(fc) |
| L 0HO J | 0 -iw„ |  | U(-\*)J |

*= 0V^* +X1E *(-^n + tJ(,1 + ao')* (a(fc)a(/c) + *0(k)0(k))*

*9* i *u>n k* ' *‘*

This is nothing bnt the action corresponding to the Hamiltonian

W = ^£fc(Qt(fc)a(fc)+^t(fe)/?(fe)) . (5.1.60)

*k*

Owing to (5.1.60), we conclude that at, a, /?t and /3 are the operators of elementary excitations occurring in the superconductor, and their energy dispersion is given by ±£fc = iyAfc + 4\2. The physical meaning of Aq = VAA is the presence of a 2A0 energy gap. Therefore, it should be clear that the ratio of this Ao and the average thermal energy T is an important scale in the theory. For Ao <C T, more and more particles become excited and surpass the gap; on the other hand, for Ao » T, thermal excitation becomes almost impossible. Determining the average value of A0 from the expansion up to fourth order in (5.1.57), for T <TC we obtain

8?r2 T2 7<(3) T\,

*Ao =*

(Tc - T)

(5.1.61)

Therefore, we can conclude from (5.1.58) that (5.1.57) is a good expansion for | % - T | /Tc < 1.

So far, we introduced the so-called GL theory. However, the BCS mean field theory corresponds to direct determination of the minimum of AF in (5.1.55):

(5.1.62)

where the summation of the u>„ can be performed immediately, and from (5.1.62) the BCS mean field equation is regained:

1

*9*

i-2/(vWaj)

(5.1.63)

As is well known, a solution Aq = ^o(T) of this equation similar to (5.1.61) is recovered, and for T = 0 the value

A0{T = 0) = 2u>D exp
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(5.1.64)

is obtained. Here, the assumption pog C 1 (weak binding) has been made.

Above, we introduced the so-called classical theory of superconductivity. Because the discussion has been limited to the static mode (uim = 0) only, it has been possible to regard tp and A, A as independent degrees of freedom. This is due to the fact that canonical variables appear in the action as ipx, and this term vanishes for u>m = 0. This is similar to the fact that the :r-integration and the p-integration can be done independently in classical statistical mechanics. In the present case, the canonical fields of tp and A, A
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are p = Vvz/v and tvyi/if. . respectively. When proceeding to quantum dynamics, that is, uJm ^ 0, it becomes necessary to take both together into account.

When the notation of A and A was introduced, it was stressed that A is not necessarily the complex conjugate of A and both are independent integration variables. In what follows, however, we choose integration paths that fulfil the relation A(r, r) = A\*(r, r). We now write x = (r, t) for short. We split the degrees of freedom of the amplitude and the phase of A(x) and A\*(x) and write

A(x) = \A(x)\e2i0W , A\*(x) = |2\(r)| e-2'^1\* . (5.1.65)

The mean field equation depends only on the absolute value |/1|, and even for the uniform variation of the amplitude (that is, the variation |<4(r)| = |Zl| + b A being independent of x) the action (energy) of the system will be altered. Therefore, the fluctuation modes of the amplitude have a finite frequency. On the other hand, a uniform variation of the phase 0 —\* 9 + 66 leaves the action invariant. Therefore, a Goldstone mode with frequency approaching zero for q —> 0, as introduced in Sect. 3.2, is expected to exist for this kind of phase fluctuation.

Now, we fix the amplitude |zl(r)| of the effective action describing the low-energy dynamics by setting |Zl| = **|Zl\*|** = Af], and focus only on the fluctuations of the phase 0(x) and the potential tp(x). Correspondingly, transforming the Grassmann fields tprj(x) and i/v(r) as

4>„(x) = ipa(x) e10^ , ipa(x) = i>a(x)e >e{x) , the action (5.1.38) becomes up to constants S — So + Sj -f- S**2** \*

1. = *Yh* i Ax^oiX)

***a “***

+ Ao J dr |^|(x)^T(x) + ^T(x)t/ii(x)) ,

1. = iF. *J*dr*i>a(x) [dT0(x)* + c<p(x)j*4>a(x)*

+ JdxVO(x) • “ VVv(x)^ff(x)]

*a*

s2 = E/•

*d\_ \_*

*dr 2m ^*

(5.1.66)

(5.1.67a)

(5.1.67b)

(5.1.67c)

(5.1.67d)

It is important to notice that (5.1.67) is independent of the constant part of 8(x), because 9 is always accompanied by a derivative, that is dTd or V0(x). From (5.1.67) we need to derive an effective action up to second order in ip(x),

**J 30**

**5. Problems Related to Superconductivity**

dT9(x) and V9(x). In order to do so, we use the matrix A/0 (see Sect. 4.1 and (5.1.53)) and the matrices Vi and V2 corresponding to Si and S2 to write

— Tr In ^1 + M0“1 (Vi + V2)^ .

It is sufficient to expand this expression up to second order in V) and first- order in V2. The first-order contribution in V2 is the most simple one, corresponding to replacing ’tPn{x)tl'a{'x) by its average value with respect to So. i.e. the average electron density n.

Concerning Si, we first remark that it is possible to rewrite (5.1.67c) in the following manner:

Si=i *j dxp(x) [dT9{x)* + *e<p{x)]* -f- *J dxV0(x)-Jl,(x)* . (5.1.68)

Here

*P{x) = '^'i’a{X)^AX)* = (5.1.69)

*a a*

is the electron density, and

jp(x) = 2^i ^2 [^(\*)V^(x) - V^ff(x)^(x)] (5.1.70)

is the ferromagnetic current, which we have already mentioned. The first- order contribution of Si (that is, Vi) vanishes because of (Jp(x)) = 0 and f dx [dT9 + eip\ = 0.

Next, we calculate the second-order term in Si (Vi). Finally, this can be reduced to calculating the correlation functions (p(x)p(O)), (J“(x) JP(0)) and (p(x)Jp(O)) in the superconducting phase (z\n > 0). From symmetry arguments we immediately understand that (p(x) Jp(0)) = 0, and no cross terms from the first and the second terms in (5.1.67c) arise. Let us now turn to explicit calculations. For k = (k. iwn) fixed, A/0 and Go = A/,)'1 are 2x2

matrices:

*G0(k)*

i^n - “A)

—A \ujn +

1

+ ik + ^0

i Wn + + A)

+A iwn -

(5.1.71)

The corresponding Tr is a summation with respect to k and the trace tr over the 2x2 matrix. Corresponding to (5.1.67c), the matrix elements are given

by

*uin* — *u>n')0{k* — *k')* + i*eip(k* — *k')}* T3

9{k-k')i . (5.1.72)

(/3 V)1/2

1 . (fc - k') -(k + k')

(/3V)1/2

2 m
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Here, we defined

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **"l** | **o'** | **i —** | **'i** | **o'** |
| **0** | **-1** | **i 1 —** | **0** | **1** |

Therefore, the second-order term with respect to V\ is given by -TV [GoViGoVi] = ^X)tr[Go(\* + 9)(Vi)fc+,,fcGo(\*)(Vi)fc,fc+,]

***k,q***

= 2^V + ie^(9))

***k,q***

x (-Ujm0(-q) + ie<p(—g))tr[Go(fc + 9)r3Go(fc)r3]

+ ^ + + Q3/2-d(q)0{-q)tr[Gu(k + q)Go(fc)] .

k’q (5.1.73)

Here, we introduced k — k! = q = (q,iwrn) to rewrite the sum in k and k' into a sum in k and q. Using the density correlation function ir^(q) and the paramagnetic current density correlation function ir^(q) that will be defined in what follows, (5.1.73) can be expressed as

(5.1.73) = | Y1\*W(Q)(“mO(Q) + 'M9))(-^(-9) + ie¥>(-0))

(5.1.74)

Here, we defined

’r<0)(9) = -fiy X)tr[6°(fc + 9)^Go(fc)^]

*k,u)n*

*\_* -2 *A0~ ZkSk+a + Ulni^n* + wm)

(5.1.75a)

and

**1** v- (\*» + 9t/2)(fcj + **Qj/2)**

=

*[Go(k + Q)Go{k)]*

*f.W f-'* ^

*k,LJn*

2 *(h* + *qi/2){kj* + *qi/2) f3V* ^2

*k,U>ri*

Important in (5.1.75) is the fact that owing to the presence of the 2A0 gap, it is possible to expand both 7r^(q) and ^^(g) in the limit \uim\ —\* 0, |q| > 0. Restricting the discussion to zero temperature and by setting q — 0,

we obtain

tow \_ \_9 f jf r~ &+u>2

(0)- *2P0J ^J\_x27T {uj2 + E2)2* - -\*/ ' "2po' <5L76a)

*f* dfc *(kt + gt/2)(kj+qj/2) AloAI+SI-uj\**

*J(2k)*3 m2 J\_x2n (u,2+£2)2

= 0 . (5.1.76b)

The expression (5.1.76a) agrees with the result (4.1.53) in the normal phase in the limit iuim = 0. q —\* 0, whereas the result (5.1.76b) is characteristic for superconductivity. That is, the paramagnetic current Jp is the contribution to the current density caused by the strain of the wave function due to the external field. Owing to the presence of Ao, the wave function becomes “solid” and no strain occurs, therefore Jp does not emerge. Saying it in terms of the twist V9 of the phase in the action, only the contribution (n/2m)(V0)2 of the action S2 discussed earlier remains (corresponding to the diamagnetic current density). This is a manifestation of the rigidity of the phase, i.e. the Meissner effect. At finite temperature, obtains a finite value caused

by quasi-particles that surpass the gap due to thermal excitation. For T < T0, this is not sufficient to cancel the diamagnetic current, and n in (n/2m)(V9)2 is simply replaced by pg (the superconducting current density), being smaller than n.

Putting things together, the |wTO| <sC Aq and t>F |q| A> low-energy, long wavelength effective action is given by

*Self —* £ *1*

*— ipiqM-q)* + *po(etp(q)*

*iu)m9(q))(eip(-q)* + *iwm9* (-<•/))

+ *-~q20{q)0{-q)*

(5.1.77)

Integrating out ip in (5.1.77) (by completing the square), we obtain for 9

Seff(W) = £

**<7**

Poq2/8n 2 psq2 <72/87t + e2poUm 2m

*9(q)9(~q)*

(5.1.78)

As is clear from this equation, the long-range characteristics of the Coulomb force, that is, u)multiplied by q2, has q2 as a common factor with the second term, and therefore for q —► 0 a Goldstone mode with wq —» 0 does

**5.2 Macroscopic Quantum Effects and Dissipation 133**

not exist. (If the interaction between the electrons were short range, then the coefficient of ui^ would reach a constant value, and a mode with the dispersion relation of an acoustic wave u>q ~ |q| would exist. This corresponds to the Bogoliubov mode that appeared in the Bogoliubov theory of Bose condensation, as discussed in Sect. 4.2.) This “missing Goldstone mode” can be found in the plasma excitations that exist at higher frequencies. (5.1.77) is only the correct description in the limit |wm| <C A0, vp |q| <c Aq and does not take into account plasma excitations. For |a>m| 2> A0, although the temperature is finite, the contribution of ^^(q) is small, and ps in (5.1.77) should approach n.

Replacing p0 in (5.1.77) again by --n(q) for general q and this time performing the integration with respect to 0, we obtain for (p

Sefr(M) = E

*nq\**

167rra

*ne\* 2m*

,2 1

+

87T

*nq\* 2m*

*q2<p(q)ip(-q) .* (5.1.79)

Because for q —> 0, n(°\q) reaches a value different from zero, in this limit we obtain

**E Es(1 + yV(lM-l) ■ (5-1.80)**

|g[: small iujm **V** fTt J

Here, o>p = (Anne2/m)1!2 is the plasma frequency. As for the normal conduction phase, (5.1.80) is the action of the scalar potential with respect to plasma excitations [that is, leading to the same Green function as (4.1.60)]. Obviously, the behaviour at high energies o>p (3> At>) is not strongly affected by the superconductivity.

**5.2 Macroscopic Quantum Effects and Dissipation:**

**The Josephson Junction**

As was discussed in the last section, in superconductors the quantal phase 0 becomes coherent over the whole crystal, and therefore the quantum properties of the electron wave become visible at a macroscopic level. The Josephson effect that will now be introduced is a striking phenomenon related to this quantal phase. Recently, there has been increasing interest in quantum effects at a macroscopic level. In such systems, due to the fact that the microscopic degrees of freedom have been integrated over, the effect of irreversibility, i.e. dissipation, becomes important.

Now, we consider a system where two superconductors A and B are “weakly” coupled (Fig. 5.2). Explicitly, it is possible to contact them through an insulating layer of thickness of about 10“7cm, or to install a point contact

between them. Because A and B are both superconductors, as mentioned in Sect. 5.1, the quantum mechanical phase becomes solid and uniform [being the phase 29(r,r) of A(r,r), which will be called <f>(r,r) in what follows]. Therefore, it can be treated as a macroscopic variable. That is, for both superconductors A and B we can introduce the functions <j>(r, r) = 29(r, r) = 4>k(r) and <t>B{r).

**current** 1

**super- A\ super- „ conductor / conductor D**

0

**ammeter**

—»|l| VWM

Fig. 5.2. A circuit containing a Josephson junction

Next, we consider (5.1.68). The first term, with p being the electron density arid cp being the potential, reads

i Jdr dr p(r, r) [dT0(r, r) + e<p(r. r)] . (5.2.1)

Considering only the r-independent contribution for A and B, respectively, we obtain

i/drlVtt(T)[5A(r)+e,Q(r)] (a = A, B) . (5.2.2)

Setting N = N\ + JVb, AN = Na — NB, 9 = 9\ + 9B, A9 = 9& — 9B, <P = <PA + <Pb and Atp = tp\ — <pB, then equation (5.2.2) for both indices A and B reads

**^** iN J At [dT9 + e<p] + **^** i J dr AN \dTA9 + eA<p] . (5.2.3)

Here, we set N = Na + NB constant. Then, the “centre of mass” degree of freedom becomes irrelevant, and only the second term in (5.2.3), representing the degree of freedom of the phase difference, becomes important. Of course, if both superconductors were totally independent, there would be no physical difference, whatever the value of the uniform phases 4>a = 20a and <j>b = 20b might be. Introducing a weak coupling, an additional energy AE(<f>) depending on the phase difference A<j> = 4>a ~ <t>B is added.

Explicitly, this can be expressed as

AE(4>) = —2U cos((^a — <t> b)

= —2U cos(A(/)) . (5.2.4)

Combining (5.2.3) and (5.2.4), we obtain the action describing the degree of freedom of the phase difference:
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**Sdiff** *= lJdT {AN{t) [dr(Acf>)* **+** *2eAip\* **-** *8Ucos(A<j>)} .* **(5.2.5)**

Let us now consider the equation of motion derived by this action. It is sufficient to require <5Sdiff = 0;

*6Sdia ='-J* dr *6(AN) [dr{A<p)* + 2*eAp]*

**+ =** 0 **.** We therefore obtain

*J* d*t 6(A<f>)*

*— -dT(AN) + 2U sin(A<f>)*

i—*-=BUsin{A<l>)*

dr

.*&A(f>*dr

= *-2\eAip*

(5.2.6)

(5.2.7)

(5.2.8)

Replacing the imaginary time r by the real time t by writing t = it (remember that in this moment the scalar potential ip must also be replaced by — i<^), because the current I = Ib—a from B to A can be expressed as (—e) x JVA = (—e) x (AN/2), and using the fact that the potential difference Aip is the electric voltage V between A and B, from (5.2.7) and (5.2.8) we obtain

I = —— sin(A/>) = — 7q sin(A<j>)

&A<j> 2e ~dT = 'r ’

(5.2.9)

(5.2.10)

where h has been reintroduced. These two equations axe the basic equations of the Josephson junction.

These equations describe in principle the same physics as the Josephson equations of superfluids, namely (4.2.32), (4.2.33) and (4.2.34), discussed in Sect. 4.2. Different is the fact that because the Josphson junction U is weak, the phase difference A<f> need not necessarily be small compared with 27r. Therefore, (5.2.9) is the generalization of (4.2.32). (5.2.10) is the discretized form of (4.2.33).

When a constant current I (< I0) flows, in the circuit shown in Fig. 5.2 it follows from (5.2.9) that the phase difference A<j> reaches a fixed value independent of time, and therefore due to (5.2.10) the voltage V becomes zero. Therefore, the potential difference is caused totally by the external resistance Ra, fulfilling the relation 14 = R&I- In such a way, the resistance of the system of the two superconductors A and B, including the junction region, is zero. This is the so-called dc-Josephson effect. On the other hand, from (5.2.10) we deduce that for the case when there is a finite potential

difference between A and B, A<j> increases in time, and due to (5.2.9) the current I (f) behaves in time as

2e

I(t) = +I0 sin

(5.2.11)

— Vt + a *n*

This is the so-called ac-Josephson effect.

In this manner, the Josephson effect arises because of the tendency of the phases between two different superconductors to become uniform, as is described by the energy in (5.2.4). We can imagine one superconductor to be fictitiously separated into many segments and define for every segment a phase Oi and think of Josephson junctions (not necessarily weak) between each of them. Then, corresponding to (5.2.4), for every neighbouring pair {ij), we describe the energy of the system by

*AE = -2U^cos{fa-fa)* . (5.2.12)

(ij)

For the case when U is strong enough, the phase difference between neighbouring phases fa — fa is small and the cos can be expanded. In the continuum limit, with a being the length of one side of every microscopic system and d the dimension of the space, we can write

*AE = Ua2~d J dr (Vfar))2 .* (5.2.13)

This corresponds to the last term in (5.1.77). We conclude that the Josephson junction that seeks to equalize the phase difference is at the heart of superconductivity.

So far, the dissipation effect has not been included in the discussion. We will now discuss this effect following Caldeira and Leggett.

We start by considering the classical dynamics of a dissipative macroscopic system. The model is shown in Fig. 5.3, where two superconductors are joined by a connection with capacity C, resistance Rs and Josephson coupling U. In what follows, we set h = 1. With A<j> being the phase difference, the current flowing from A to B is given by

dV 1

I = C — 7o sin A<j> + — V . (5.2.14)

[dt Hs](#bookmark222)

Using (5.2.10)

2e dt dt \ 2e )

for (5.2.14) we obtain

*d2A(f>* 1 *dA(j> .* f. , Ti

*C^~ + Ts^r+IoSm* [2ezi^ = "7

(5.2.15)
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Fig. 5.3. Model of the Joseph- son junction

When regarding A<j> as the position of some point-like particle, then the equation just describes the Newtonian equation of motion of a particle with mass C moving in a potential V(A4>) = — (l/2e)/o cos(2eA(j>) + IA<f> while being damped by a force proportional to the inverse of Rs. Then, I is an external field that is inclining toward the “wash board potential” cos(A(f>).

Caldeira and Leggett asked what might be the microscopic quantum mechanical structure leading to the behaviour described by the classical equation (5.2.15). They concluded that it is sufficient to describe the interaction of the microscopic variables A<f> to the microscopic degrees of freedom by rewriting them as an ensemble of harmonic oscillators and couple them linearly. Explicitly, we choose the Lagrangian to be

*-V(A4>) + J2KxaAj>*

' ' a

**+i**5**>f(^y**

rv ' '

2 2 • xi

£

Ail

2

(.A4>)2 . (5.2.16)

The last term in the above equation has been introduced to cancel out the change in the adiabatic potential of A<j> that arises due to the coupling with a system of harmonic oscillators (heat bath). It can be determined explicitly by the requirement that for time independent A<p, the heat bath does not influence the system.

The equations of motion following from this Lagrangian are given by

*dV(A4>)*

*dA<j>*
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+ £ A0

£

*Aj>*

(5.2.17)

*a*

d\_ / *dL\_ \ \_ 0L\_*

dt *\dxa) dxa*

&2x<\* 2

\* *= ~m"UJaX<\** + *Xn A(P ■*

(5.2.18)

Performing a Fourier transformation of the time variable (that is, setting A<j>(t) = e~,u,t A<j>(uj)) from (5.2.18) we obtain

**5. Problems Related to Superconductivity**

*xa(u>) =*

*\aA<f>(u)*

*ma(uj2-uj2)*

(5.2.19)

Inserting this expression into the second term of the right-hand side of (5.2.17), we obtain

**E**
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(5.2.20)

\a, ma and wa should be determined in such a way that this term becomes — (l/Rs)A(/)(t) (or (iuj/R.v,)A<j>(uj) when Fourier transformed). When the energy denominator (5.2.20) becomes zero, it is necessary to give u> a little complex part (uj —> (u+ie, e > 0). Physically, this manipulation corresponds to the boundary condition A<j){t) = 0 for t —> oo when solving (5.2.17) and (5.2.18). Then, we write iJ(ai) for the complex part of the coefficient of A<j){u>). J(oj) is the spectral function that represents the interaction with the heat bath and is given by

A2

J(o;) = 7r]r a 6{uj-wa) . (5.2.21)

Z771aCc?a

As will become clear later on, all the information concerning the action of the macroscopic degrees of freedom of the heat bath is contained herein. For J(uj) = (1/Rs)lj, (5.2.17) and (5.2.18) do reproduce (5.2.15).

After the Lagrangian L is found to be (5.2.16), it must be quantized. Introducing the imaginary time formalism, the partition function becomes

*Z = [* II *Vx<\*(t)'dA4>{t) exp[-S({A4>(T)}, {xa{r)})]*

*^ a*

The action is given by

(5.2.22)

dra(r)

dr

*+ ujlxa(r)2*

+ J2 Aa\*a(r)40(r) +

**zv *n &***

(5.2.23)

Here, Sq is the action that describes the system without interaction with the heat bath

■ (5'2,24)

Because the fYla'Dxa(T) integral in (5.2.22) is a Gaussian integral, it can be performed. With the Fourier transformation
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the functional integral becomes

**f Y[T>Xa(T)** -> /n n d[Reza(kun)]d[Imza(iwn)] . (5.2.26)

at a iuinihalf

Because the action can be expressed as

S = So + £E{ \ma

iu>n **a** ^

+ [zQ(iwn)A£(-iwn) + *xa( --iuin)A<j)(iuin)]*

+ -—At[>(iuin)A<j>(—iwn)l , (5.2.27)

2 *mau>l* J

when shifting the origin of xa(icun) and performing the integration, for A<j> we obtain the effective action

(5.2.28)

*Sef{ = So* + K(\U}n)A$(\0Jn)A(j>(-\U)n)

where we define

“ *'ill. L’ u%+u,l)*

**-r>>(=**

(5.2.29)

*ujI +u>2*

Expressing (5.2.28) in imaginary time, we obtain

Seff = *So +* ***f*** dr *r* dr' *K(t -* t')A4>{t)A4>(t') *Jo Jo*

(5.2.30)

with the kernel K{t) given by

*K{r) = - Y.K^)e~'lUlnT ■*

(5.2.31)

*P2*

lu/„

Inserting K(iuin) (5.2.29), the result is

d*u J(w)* 1 v- \_ *r°° dtu*

K(r) = - [ “UJ(W)JJ; 2 2

Jo \* W P J*0* 7T ’n+UJ

= ^ **. S"e(T** - - jf c“h|"(H ~m

2oisinh(/?w/2)

(5.2.32)

This must be inserted into (5.2.30), and using the equation

xp -uj\T+m01 = **COsh[uj(|T| -** P/2)]

sinh(/?u>/2)

l.= -(Yl \ t /

satisfies the periodic boundary condition:

(5.2.33) 3 A£(t +

. (5.2.34) (5.2.35) . (5.2.36)

(5.2.37)

(5.2.38)

and the fact that A<j>{r)

1. *— A<j>(r),* we obtain

Seff = 50 + J\* dr' (jT° ) (A$(t'))2

*~* /I ^ *i*r dT, *(I"* £ *J[UJ)* e~"lr“T') *4kr)AfcT')*

Using the identity

1

*U!*

dre'“lr-T'l
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(5.2.34) can be written as

*Sefi — Sq +*

dr' ***K(\t***
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- **T'\~ *A4>(t'))2***

Here, K(\t — r'|) is the kernel of equation (5.2.34):

.Or-r'^f^)^1 .

Especially for J(uj) = uj/Rs, we obtain

1 1  
47tRs |r — r'|2

Finally, the effective action becomes

*Se« = j\r{\c(^)\vm}*

4trf?s I

- *[°°* dr *f13 dr'* 1 *f ^) - ^)*

**J—oo «/ 0**

T - T

= l dT{Ks) (tt) 'ScosW) + m4

(5.2.39)

Here, we reintroduced ft and used the relation A<j> = {h/2e)A<j>. This action describes two different states, depending oil the strength of the dissipation. We will discuss this point in what follows.
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The action (5.2.39) describes the damped movement of a particle in the periodic cos-potential (inclined for the case where a current I is present). Returning to (5.2.28), the term describing the dissipation can be expressed as

5W = *So + y, ^\u)n\A<t>(iojn)A<t>(-iu)n) .* (5.2.40)

*'\LJn*

Here, we introduced a = Rq/Rs, where Rq is the so-called quantum resistance Rq = h/Ae2 = irh/2e2. In what follows, the action (5.2.40) will be used. For simplicity, we discuss the case 7 = 0. Furthermore, because for low energy, |w„| is larger than the “kinetic energy” u2, the latter is ignored. Instead, a cut-off A of the magnitude of a/C is introduced. For a ~ 1, A can be considered as the approximate “band width” when no dissipation occurs. In this case, only the action So,

*I f^*

So = —^r I cos(A<j>) dr = — y I cos(4i0)dr , (5.2.41)

2e *Jo Jo*

has to be taken into account, y is the height of the potential; the limit of a weak potential (]y\ <C A) and the limit of a strong potential (|y| 2> A) will now be discussed separately.

We start by discussing the case |y| A, where perturbation theory in y can be applied. However, because the free propagator Go(iwn) behaves like oc 1/ |wn|, simple perturbation theory cannot be applied. In such cases, the renormalization group becomes a powerful tool. Its principal idea is to integrate out little by little the high-frequency components, to implement them in a renormalized, effective action for the low-frequency modes and to pursue the change in the effective action. Here, we restrict our discussion to zero temperature. We split A(j>(iu>)

*A(f>(itv)* = *A<f>i(iuj)0(\ui\ < A —* dA) + *A<f>2(iuj)9(A* — dA < |w| < A) (5.2.42)

into the low-frequency part Acj>\ and the high-frequency part A<f>2 and integrate out only 4>2- 9 is a function that is equal to 1 when the condition in its argument is satisfied, otherwise it is zero.

*Z = JVA<fnVA(f)2e~s^{A4,'+A,i’2) = J*X>A<^ie"'®'ff(^l) .(5.2.43)

The question of what the new action Seff(A(f) i) of A<j>\ might be is in general a difficult one. For small y, Seff(zid)1) can be determined perturbatively with respect to y. Explicitly, we write

5eff(zl0i) = ^ l^Afa^Afai-iuj)

***\u>\<A—dA***

-In

exp

*-y J* cos *(A(j>i* + *Afo)* dr

*A<t>2*

(5.2.44)

The averaging is defined by

*(A)a<i>-2ol* f VAfoexp J M2J<fo(iw)Afo(-iw) I A .

J I 4^” A~dA<\uj\<A }

(5.2.45)

Expanding the exponential up to first order in y, we obtain

^1 — y J cos(A<f>i + A<p2) dr + • •

*A4>2*

(5.2.46)

The first term equals 1, the second term is a Gaussian average with respect to A<f>2, and therefore we obtain

*-y JdTe-1'2^^))2) cos Afair)* . (5.2.47)

Because of

((AMr)f) = (5.2.48)

(5.2.47) becomes

*—y e(~1/a^dA/A'1 J dr cos A4>i(t) .* (5.2.49)

Therefore, the new problem for A<j>\ has as cut-off A — dA instead of A, and y is replaced by y = j/exp[— (l/a)(dA/A)]. The relation between the potential y and the “band width” A determines whether the particles are extended or localized. Asking how this ratio yo = y/A is altered, we obtain

*Vo{A)*

*y0(A -* dA)

y **e(-l/a)(dd/a)**

A - d,l

= Vo(A)

1 +

V\ dA'

a) A

(5.2.50)

and the following differential equation for yo(A) as a function of the cut-off A:

<5M1»

We conclude that for small A, that is, in the limit of low energy, yo(A) increases for a > 1 and decreases for a < 1. Therefore, a = 1 is the boundary, where for a < 1 the potential effectively has no influence and the particle wave function spreads out as a wave and becomes an extended state. On the other hand, for a > 1 owing to the dissipation effect the kinetic energy is suppressed and the particle comes to rest in one of the minima of the potential.

This has been an analysis of the limit of a weak potential |y| -C A. Also for |j/| > A at the boundary value a = 1 the transition from local to non-local
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behaviour occurs. We derive this fact by looking at the theory after having performed a duality transformation.

In the limit |y| >■ A, the probability that tunnelling between the minima of the potential occurs will be very small. In Sect. 2.1, we understood that in the imaginary time formulation of the path integral, the tunnelling effect is represented by instantons. The action of one instanton 5jnst is given roughly by VyU. When in total n instantons or anti-instantons are present, the contribution is multiplied by the factor z71. With 0 oc e~SmBt, Fig. 5.4 shows the configuration of a field containing instantons. Assuming that the instantons are dilute enough, we can ignore the interaction between the instantons which comes from Sq in (5.2.40). Then, the partition function Z reads
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'S'dissip.] ■ (5.2.52)

Here, n is the location of the ith instanton, and e\* is the topological charge distinguishing the instanton (ftj = +1) from the anti-instanton (ftj = —1). Sdissip. is the second term of (5.2.40), where the instanton configuration has been inserted.

As is evident from Fig. 5.4, when one (anti-)instanton is coming in, the value of **Aq(t)** before and after changes by 27r, and the effect goes over a large range in r. In order to localize it to the vicinity of the (anti-)instanton, it is sufficient to consider the derivative

d(Z|fT— = Yleih{r-ri) • (5.2.53)

i

Here, h(r — **t\)** is the derivative at time r of the one-instanton configuration. The Fourier transformation of (5.2.53) reads

*A<t> At*
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Fig. 5.4. Configuration containing instantons and anti-instantons

—\uiA<t>(\w) = ^eih(iw)el‘\*'T\* , (5.2.54)

*i*

where h(iu>) is the Fourier transformation of h(r): h(iw) = — I d r^Th{r)

(5.2.55)

For uj —► 0, it becomes the integral of /i(r)/\/3, i.e. 2-k/-/ft. Inserting this into the second term at the right-hand side of (5.2.40), we obtain

YL—|w|^2 ^eie\_,h(iw)h(-iu;)e,“(T\* Tj)

1U2 ij

cj: small

*'\*rF{n-Tj)eiej .*

*ij*

(5.2.56)

Here, F(r, — Tj) is given by

(5.2.57)

For large |r, — Tj|, it behaves like In |r, — Tj\, signifying the presence of a “non-local” interaction between the instantons.

Therefore, (5.2.52) can be written as

dri exp
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53 F(Ti “ Tj)eiej

*ij*

(5.2.58)

Performing one more step by expressing the interaction between c, and ej using the functional integral over the new field q(r)

*J Vq{r)exp*

= J Vq(r)

= **exP[-iEE**

“ J2 ^^(iw)g(-iu;) + i£ e^in)

*na*

(5.2.59)

tj *1U1*

the partition function becomes

r) exp J **T>q{T)** exp

-£

m

**47TQ**

dr cos q(r)
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*q(iu>)q(—iu!*

dr cos q{r)
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***n***

(5.2.60)

and surprisingly, we finally regained the same model as described in (5.2.40) and (5.2.41). Notice the correspondence a <-\*■ 1/a, y «-► z. In both models, large and small dissipations, potential and tunnelling are dual to each other.

The analysis based on the renormalization group is also valid for (5.2.60): for 1/a < 1, the effect of z becomes irrelevant, leading to a localized wave function; for 1/a > 1, the effect of z becomes relevant and the system becomes non-localized. Combining this with the analysis of the weak potential limit, the whole phase diagram can be given by Fig. 5.5. It is natural to assume that the phase boundary is independent of y and becomes rectilinear.
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**Fig. 5.5. Phase diagram expected for the dissipative system**

We will now discuss the significance of the result obtained for the Joseph- son junction. Owing to the relation a = Rq/Rs, at the critical value Rq of the junction resistance Rs, which is the universal resistance, phase transition occurs. It may be surprising that for smaller junction resistances Rs the dissipation a becomes larger. Currently, we are discussing the dynamics of the phase difference Acj), and because it is the canonical conjugate degree of freedom of the particle number AN and its time derivative, the current, the effect of Rs will be inverse for them. For large Rs, a becomes small, and therefore the wave function becomes extended with respect to the phase difference A<f>; on the other hand the particle number AN becomes localized, and as a result superconductivity breaks down. For a thin superconducting film that can be regarded as being two dimensional, the striking phenomenon of an insulator- superconductor transition has been observed at the critical resistance nearby Rq>. Models based on the phase transition occurring at one Josephson junction have been proposed for the theoretical analysis; however, the problem is not that simple, and it may be necessary to consider a system of many Josephson junctions.

In the next section, this problem will be discussed in more detail.

**5.3 The Superconductor-Insulator Phase Transition in Two Dimensions and the Quantum Vortices**

In some sense, the content of this section is a repetition of Sect. 3.3, where we understood that the lattice structure allows the creation of vortices, and as a result the Kosterlitz-Thouless transition occurs. In a superconductor, there is the degree of freedom of the amplitude of the order parameter, and when it becomes zero, the phase becomes singular, that is, the creation of vortices becomes possible. In this section, we discuss the superconductor in two dimensions using the continuum theory, focusing on the physical results.

We begin by discussing the fundamental properties of the superconductor in two dimensions. In Sect. 5.1, the BCS theory of superconductors has been developed from the point of view of functional integrals; however, because in two dimensions the effect of fluctuations having been neglected in the BCS theory become relevant, a more detailed discussion is necessary. Explicitly, in the case of finite temperature, thermal excitations that do not depend on the imaginary time are dominant, and we will use the framework of the Ginzburg- Landau (GL) theory presented in Sect. 5.1 for the discussion. With standard notation, the functional of the free energy is given by r) corresponds to A(r) of Sect. 5.1)

2e ,

i*hV* 4 *A* 1 *i>(r)*

+ a(T) Mr)|2 + -|^(r)|4 + -(Vx A)2

(5.3.1)

and the partition function is given by

Z = y *Dip(r)exp {— 6F[tp(r),tp\*(T),A(r)]}* . (5.3.2)

In a narrow sense, the GL theory (classic approximation) corresponds to the saddle-point solution of the functional integral of F[ip(r)ifi\*(r),A(r)}. The condition 8F/8ip\*(r) = 0 in the functional integral leads to

1 / *2eA\*

a(T)-ip + b\ip\2ip + — (—ihV H — j ip = 0 (5.3.3)

and from 8F/8A(r) = 0, we obtain

V x H =

47T . —3

c

S

(5.3.4)

Here, the superconducting current js is given by

*j\*{r)*

—

*me*

(5.3.5)
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and the magnetic field H is given by H = V x A. Equations (5.3.3), (5.3.4) and (5.3.5) are the fundamental equations of the GL theory. The superfluid density ps is defined as the ratio of the macroscopic average of the superconductor velocity (with 9(r) being the phase of i/>(r)):

v»W + **|a**

(5.3.6)

and the macroscopic superconducting current j'8(r) ((js) = —2eps(v)s). Setting ip(r) = \ip(r)\ e'6^ and inserting this expression into (5.3.5), we obtain

3aW = --W'-)f(veW + -Aj . **(5.3.7)**

In a homogeneous, infinite system, for ipo(r) (when no magnetic field is present, A = 0) a space-independent solution ipQ can be chosen. With a(T) = a'(T — Tc), the solution is given by ?/•’() = 0 for T > Tc, and by i/jq = y/-a(T)/b for T < Tc.

Next, we improve this approximation in two directions. For simplicity, we ignore the fluctuations of the electromagnetic field and set A = 0 (this corresponds to an infinite penetration depth of the magnetic field, in this case (5.3.3) also describes the superfluidity of 4He).

First, we consider Gaussian fluctuations around V’c for T < Tc. Because low-energy fluctuations are fluctuations of the phase of ^>c(r), we set V'o(r) = tpo e‘^r\* and insert this into (5.3.1). Up to constants, the result is

/3AF= ~K J d2r(V0(r))2 . (5.3.8)

Here, K is given by K — h2ipQ/mk^T. Then, (5.3.8) has the same form as the energy in the spin wave approximation of the two-dimensional XY model in the low-energy limit. The analysis of Sect. 3.2 can be applied as it stands, and we obtain

(V’M) = ■0o(exp[i0(r)])

= ^oexp[-(0(r)2)/2] = 0 , (5.3.9a)

*(4\*(r)il>{r')) =* r/'o(exp[-i(6»(r) - *0(r'))})*

**~|r-r'r1/M** • (5.3.9b)

It is important to notice that although the superconductive density ps and the average value of the order parameter (4>{r)) are not totally independent, they are physically absolutely different quantities. That is, even when (i/;(r)) is zero, ps can have a finite value. In order to see this, consider a two- dimensional superconductor, or superfluid that is wrapped around a cylinder, with a velocity field v of the superfluid flowing in the direction of the arrows as indicated in Fig. 5.6.
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Fig. 5.6. Two-dimensional superconductor with the topology of a cylinder
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The system is a superconductor or a superfluid (ps ^ 0) when vH is nonzero and does not decrease, that is, when vs ^ 0 is a stable state of the system.

We now consider the line integral I = j>c vs • dr of vs around the cylinder following the path C. From (5.3.6) for the case A = 0 it follows that
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(5.3.10)

The change in the phase \0}c is quantized because it must be an integer multiplied by 2tt. Therefore, I also is quantized and must be an integer multiplied by 2nh/m. In such a way, / is a topological quantity that counts the winding. Under a continuous transformation, it does not change continuously. Therefore, as long as 0{r) is a single-valued continuous function of the two- dimeusiorial position vector r, I and therefore ws cannot decrease to zero. Indeed, directly from the free energy (5.3.8), we obtain ps = The line integral I only changes when the path C reaches a singularity where 6(r) cannot be defined. In such a case, {9\c changes discontinuously about ±27r. Singular points where 9(r) cannot be defined are points where the amplitude </' becomes zero, that is, in the centre of a vortex.

In the functional integral, besides the homogeneous solution ipu, a vortex contributes as an additional space-dependent saddle-point solution. Far from the centre of the vortex ro compared with the correlation length £, this solution behaves as ’tp(r) ~ ^oe±1^r\_r^ with <f>(r) being the angle. Therefore, similar to the XY model, the energy of one vortex is logarithmically divergent. Furthermore, when thinking about a neutral vortex antivortex system, a two-dimensional classical Coulomb gas model with logarithmic interaction is obtained. Around the vortex vs a whirl emerges, and in the Coulomb gas model the chirality corresponds to the sign of the charge.

We consider this correspondence further. A Coulomb charge creates an electric field E around itself. Because the field lines are straight lines coming from the origin, they are obtained by rotating the whirl vs by the angle n/2. Mathematically, this can be expressed as
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(5.3.11a)
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Here, we set z = (0, 0,1). Then, on the other hand, vs itself can be expressed as

**”s(r)=^\*Xj5(r) ' (5-3'llb)**

Now, we split the superfluid velocity into two parts and write vs — «o + Vi- Here, vq is the contribution of the vortex fulfilling V • «o = 0, and iq is the contribution fulfilling Vx«i=0 which can be written as the gradient of a single valued function 01. This is nothing but the well-known vector decomposition theorem in vector analysis. Were are at the moment only interested. in the whirl and therefore set V\ = 0. Then, we get V • vs = V - vo = 0, and in the interpretation of (5.3.11a), this translates into

Vx£ = 0 . (5.3.12)

Introducing the vortex density N(r) (r, is the position of the ith vortex, e( is its direction ±1)

N(r) = £%,-«(r **-r,-)** (5.3.13)

***i***

we obtain

v0(r) • dr = ff dSN(r) .

as m JJs

(5.3.14)

In differential form, this corresponds to 2irKm

V x

*h*

*vs(r) —* V • *E(r)z — kn2KN{r)z .*

(5.3.15)

We conclude that the electric field and the superfluid velocity around one vortex at the origin are given by

*vs(r) =*

*r\-*

h z x r m |r|2

(5.3.16a)

(5.3.16b)

The idea of the correspondence between superfluid velocity and electric field, and between vortex density N(r) and electric charge, will also be applied in a more general model which will be introduced later on, where the quantum fluctuations will also be taken into account. The XY model being defined on a lattice, and the GL theory describing the degree of freedom of the phase, are different; however, in both cases the KT phase transition occurs, and the properties of the phase transition are similar for both. That is, in both cases a phase transition ocurs between a high-temperature phase where free (anti-) vortices are present, and a low-temperature phase where all vor-
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tices are combined to neutral pairs. Because the decrease in the line integral I of the superfluid velocity field that has been discussed before does not arise when a neutral pair passes the path C, but only for the case when free (anti-) vortices axe present, the phase transition occurring in the two-dimensional superconductor is a KT transition. Below the transition temperature, the Meissner effect occurs (in the case of helium, superfluidity arises). As should be clear from the analysis in Sect. 3.3, where the phase transition temperature is approached from the low-temperature side, using the spin wave approximation, we conclude

lim

T-~TC- 0

*rnksT*

*h2ps*

*IT*

2 '

(5.3.17)

because of K = 2/7r at the transition point.

On the other hand, when approaching the transition temperature from above, because ps = 0 all the time, ps jumps at T = Tc to a finite value, that is the universal value given in (5.3.17). This is the so-called universal jump discovered by Nelson and Kosterlitz. However, the above discussion is not totally correct. Taking into account the contribution of bound vortex- antivortex pairs and small fluctuations in the amplitude, K is altered and at a macroscopic scale it becomes a renormalized Rr. However, when K is replaced by Rr, the above theory can be applied as it stands. Therefore, for the macroscopic ps, the conclusion (5.3.17) will not be modified.

The above discussion did not take into account the electromagnetic field. Including the electromagnetic field in the discussion, we note that the vector potential A behaves such that V0(r) + (2e/hc)A decreases faster than 1/ |r| far away from the vortex. (The other way round, this effect can be seen as screening of the electromagnetic field by the superconductor. In practice, a solution that is mutually consistent is determined.) As a result, logarithmic divergence no longer appears in the vortex energy, and at finite temperature free vortices always are thermally excited. In a narrow sense, no superconductivity can occur.

However, in practice the ratio of the relevant length scale with the screening length mentioned above has to be regarded. Considering a thin superconducting layer with film thickness d, because compared with a three- dimensional superconductor, the screening ability to the electromagnetic field is smaller, and the penetration depth becomes longer, Aeff = A2/d compared with the value A in three dimensions. Vortices at distances smaller than Aeff can be thought of as interacting logarithmically. Restricting the discussion to the physics at this scale, the above considerations can be applied. When the linear dimension R of the sample is smaller than Aeff, the energy of the vortex is given by

Ui =

00

167rAefj

In

*R*

*Z*

(5.3.18)
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with <f>o being the flux quantum he/2e ([24]). £ is the correlation length of the superconductor. Notice that A and Acfr = A2/d are temperature dependent and become divergent for T —> Tecs-

Following the BCS theory including the effect of impurities, with I being the mean free path of the electron, A is given by (in the contamination limit)

*A(T)*

.4(0)

A2 = A(0)2 ■ ^ So

tanh

(5.3.19)

Here, A(0) = ^me2 / 4mia2 is the penetration depth at zero temperature for the case when no contaminations are present, and A(T) is the BCS gap at temperature T. At zero temperature, the correlation length £0 is given by hvp/wA(0) = Q.lShvF/k^Tscs > and using the resistivity p, the resistance /t\*2D of the two-dimensional surface is given by p/d — rnvp/ne2ld, and we finally obtain

Aeff=0.0143f?2D-r-^ r'(T) . (5.3.20)

kb2BCS

Inserting this into (5.3.18), U\ becomes

lh = 4.36 • ■ KbTbcs ■ f(T) In . (5.3.21)

It is possible to determine the KT phase transition temperature Tkt by requiring that at this temperature, U\ and the entropy become equal [Sect. 3.3]:

**2.18-^-/(Tkt/Tbcs)=TKt/Tbcs • (5-3.22)**

n-2D

Here, we denoted explicitly that the temperature dependence in f(T) appears in the form T/Tecs ■

Owing to (5.3.22), we conclude that Tkt/Tecs is a function only of R.2d/ (h/e2), and the curve should follow the universal behaviour indicated by the full line in Fig. 5.7. This was first indicated by Beasley, and the experiments are qualitatively in agreement. A more precise experiment (the dotted line in Fig. 5.7) clarified that in the vicinity of 7?2d — /)/(2e)2 = 6.5 kn, Tkt slips off from the curve mentioned above and becomes zero. That is, no superconductivity occurs at zero temperature. This means that two effects that have not been included so far in the theory, namely Anderson localization and the Coulomb charging effect are important, and it is necessary to take into account the quantum fluctuations, that is, the (imaginary) time dependence of the fields. However, because this problem is extremely difficult and the studies are still going on, here we will discuss a simplified model.
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Fig. 5.7. The KT transition temperature of a two-dimensional superconductor [32]. The solid line is the solution (5.3.22), and the dotted line corresponds to the experiments (schematic)

We start with the Hamiltonian of the Josephson junction model:

(5.3.23)

» »>j

Here, we use the units where 2e = h = c = l.Cis the capacity of every single microscopic part, and the first term expresses the Coulomb charging effect. The number of Cooper pairs (bosons) n\* is the canonical conjugate variable to the Josephson phase 0,, fulfilling the commutation relation

(5.3.24)

Therefore, (5.3.23) can be interpreted as follows. Owing to n, = id/d0i, the first term on the right-hand side corresponds to the kinetic energy of the phase with mass corresponding to C. The kinetic energy becomes small in a state where 0, is extended; on the other hand, the potential energy represented by the second term becomes small when 0, reaches a fixed value. Owing to (5.3.24), the uncertainty is given by An AO > 2ir, leading to a competition between them, and the physics is determined by the ratio of both. When the potential wins, the system is a superconductor, and when C becomes small and the kinetic energy wins, the system becomes an insulator. This is a brief outline of the story, which will be made more precise now.

The partition function of the system is given by
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With a being the lattice spacing, the continuum limit is given by

(5.3.25)
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Substituting (C/Ja2)1/^ by r, we obtain

(5.3.26)

= jv0(r,T)exp dr /dr5 [(cU?(r,r))2 + (V0(r,r))2
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(5.3.27)

We combine the space and time components in x = (r, t) and the corresponding V and dT in a three-dimensional gradient vector V3D = (V, dT). With this notation, the action (5.3.27) can be written as

S = J -(V3D0(\*))2d3x = J -(^0(x))2d3x . (5.3.28)

Because this action is quadratic in the scalar field 0(x), the reader might think that no phase transition can occur. Indeed, this is the case when 0{x) is a steady, differentiable field. However, assuming the presence of vortices, this is not correct. 0(x) is singular at the centre of a vortex, and when describing a circle around, the value jumps about ±27r. That is, 0(x) becomes a multivalued function.

This feature can be described by splitting 9(x) into a single-valued part 9(,(x) and a multi-valued part 0v(x):

0(x) = *60*(x) + 0v(x) . (5.3.29)

9q (x) corresponds to the normal phonon contribution in (5.3.28), and 0V (x) to the vortices. That is, when at time r a vortex with centre R(r) = X2{t)) is present, we obtain

*9v(x)* = 6v(r, *t) =* a(r *-* r(r))

s**{^W>) ■** (5-3'3o)

Here, a(r — R(t)) is the angle measured from the centre R(t) between the space coordinate r and the x axis, being multi-valued with multiples of 27T. However, the derivative becomes

Vro(r - R(r)) = JL-^(-(x2 - X2{r)),xl - X^t)) (5.3.31)

and is not multi-valued. At the centre of the vortex r = R(t), a singularity arises, and as should be clear from the first definition, for an arbitrary loop C encircling R(t), we obtain

j dr ■ Vra(r - *R(t)) =* 2tt . (5.3.32)

From this equation, we deduce that

(5.3.33)

Vr x Vra(r - R(t)) = 2ir6(r - R(t))z

or

**5. Problems Related to Superconductivity**

*{8^82 - d2di)a(r - R(t)) = 2TtS(r ~ R(t)) .* (5.3.34)

Having this relation in mind, we define the “vortex density’" current as

*= ~^£^\dvdx0v(x) .* (5.3.35)

Here, fx, //, A runs over 0,1,2, and e^x is the totally antisymmetric tensor with £012 = 1- For example, for fi = 0, we obtain

jo(x) = —£OQ/30«0/30v(a:)

*Z7T*

*= ^(did2-d2d1)9v(r,T) .* (5.3.36)

and when (?v(r,r) is inserted into (5.3.30), due to (5.3.34) we obtain

*j0(r,r) = 6(r - R(t))* (5.3.37)

and therefore ja (r, t) indeed represents the vortex density. On the other hand, for the space components jn(x) (a = 1, 2)

*ja(x) = ^Caopidodp - dpd^d^x)*

= ~ea0(dod0 - dpd^e^x) . (5.3.38)

If we insert (5.3.30), we obtain

*j(r,r) = [8TR{T)\6{r* - *R{t)) .* (5.3.39)

Interpreting the centre of a vortex as a particle, j(r,r) becomes the particle current density. When the same considerations are made for an antivortex, the sign of jo and j will change. Therefore, in terms of the “vortex charge”, assigning +1 to a vortex, and —1 to an antivortex, jo becomes the vortex charge density, and j the vortex charge current density.

After these preliminaries, we perform the Stratonovich-Hubbard transformation in (5.3.28). The sum of states becomes

S{00,6>v,

*J,*

*Z = J* ,

) = *J +UfJ,(x)(dfl0o + dli0*
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(5.3.40)

(5.3.41)

Because 90 is a normal scalar field it can immediately be integrated out:

*Z = f V0vVJlxe-s^’J^l[6(dllJll(r,T))* , (5.3.42)

**\*\* r,r**

*S(9V,J)J,)= J +iJll(x)d^9v(x)'^*

(5.3.43)

Jft ex Jd^O is the bosonic (Cooper pair) current.

The constraint condition

dpJ^x) = V3D • Jw{x) = 0 (5.3.44)

in (5.3.42) can be solved explicitly by introducing the vector potential 030 =

K):

(5.3.45)

J3d(x) = ^-^3D X O3D  
lit

or

■ (5.3.46)

4lT

Using this, the second term Sint in (5.3.43) can be written as

Sint =i *J* d3x Jtl(x)dtlBv{x) =i *J* dAx~e^xduax{x)d^Ov(x)

= -i J d3xax(a;)— envxdvdpOvfa)

= i *J* d*3*xax(x)^£xliUdIMdl,ev(x) = i *j* <Pxax(x)jx(x) . (5.3.47)

Finally, we arrived at a model where the centre of the vortex is considered as a particle, and where this particle interacts with the gauge field aM. Putting things together, from (5.3.42) and (5.3.43) we obtain

Z = f T>allVjlle-su'‘'a») , (5.3.48)

S(jM,aP) = A*^2* *J*dsj+i *J*atl(x)j)l{x)d3x + *J* ^VaD ' <^x *.*

’ ^ (5.3.49)

The first term at the right-hand side of (5.3.49) corresponds to the energy cost at the core of the vortex, represented by the action A per unit length multiplied by the length of the world line f ds, of the ith vortex. This term is determined by the physics at small scale, and here it is added phenomenologically. The above transformation is called the duality transformation. It can be understood in a direct manner as follows.

We consider one flux line of the gauge field (magnetic flux). Let one charged particle go around this flux line. Then, due to the Aharonov-Bohm effect, the quantum mechanical phase changes by exp[i ^ adr). One is moving around the other, and the important thing to notice is that the physical result is not changed when the role of both is interchanged. I11 the original model, the Cooper pair (boson) was the charged particle and the vortex was the flux. After the transformation, the opposite is true, namely the vortex is the charged particle and the Cooper pair (boson) becomes the flux.

Regarding the world line of the vortex (the path described in the (2 + 1)- dimensional space) as the world line of a charged particle, the above formulation just corresponds to the path integral in first quantization. Now, we will write down the path integral for the corresponding quantum field theory in second quantization. As stated in the first term of the right-hand side of (5.3.49), the action of the world line of the vortex in the (2 + l)-dimensional space is proportional to its length t = f ds. Regarding a discrete space with lattice spacing 1, then the world line of the vortex has t segments. At zero temperature all world lines of vortices are loops. Choosing one specific loop, the partition function can be written as

(5.3.50)

-'loop

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIoAAAAvAQAAAAAULW+UAAAACXBIWXMAABcSAAAXEgFnn9JSAAABHklEQVQokY3TzUrDQBAH8PTUi9izl+To1atQm1fxpM8QPCyeilD0BcSX8AGKeChe7CtUAsmxKXvIDk327+SjbbIT0LnM8GOZ2R1YD8AOvfCA7NYlc3euXLoUlN0L0onoFWdiYgz8g1Z/0lJSMEDKw7wn1g89vDT1yGLLqXhrSfOcKVKuylfVEGn4N2XOlTljmlQUw79gtyO9ONHsmgnIF8uWHu3sYUMIkT7zqaAa92GnekNF0DyIk41S7qKJ1j0aa206VEQrq5iySU22pnWhdGya9Xo2PFBKHbLRF1NC1KGrz0ztf6jcHglPqQkJZIMTVVFi3+6+UEfSLlnkLqHeqkM4kCuDZAZoJ4gSSd/uyCHSkt4ljSXNJUFewv1nwC+eYgP1l9TYCgAAAABJRU5ErkJggg==)

Here, A is the action along one unit element, and P(t) is the number of possible configurations of a closed loop consisting of t steps.

In order to determine P(t), we introduce the probability distribution p(x,x',t) for the probability of reaching the point x after t steps, having started at x'. p(x,x', t) obeys the diffusion equation

, (5.3.51)

where D is the dimension, and in our case is given by 3. p(x,x',t) fulfils the initial condition p(x,x',t) = 6(x — x'). Using the path integral, the solution of the diffusion equation can be expressed as

(5.3.52)

p(x,x’,t) = N I Vx(t)exp

Jx(0)=x'

The normalization factor is determined such that

J dxp(x. x\ t) = 1

holds.

Next, the total number of paths f(x, x', t) going in t steps from x' to x is given by

r(x,x't) =p(x,x',t)(2Dy

= Af J Vx(t)exp Jdf %(t)2 - ln(2Z?)^ . (5.3.53)

r(x,x',t) can be expressed in the framework of the eigenvalue problem

~ ln(2Z?)^ $m(x) = Em^m(x)

(5.3.54)

by using the eigenstates <Pm(x) and the eigenvalues Em:

**5.3 The Superconductor-Insulator Phase Transition in Two Dimensions 157** r(x,x',t) = ^#m(i)^m(i')e"Emi . | (5.3.55)

*m*

Here, <Pm(x) fulfils the normalization condition and completeness relation.

*f dx$m(x)2 = l* , *y)Tl$m{x)$m(x)* = *6(x* - *x')* . (5.3.56)

m

r(x, x', t) and P(t) are related by

d*x r(x,x,t) = tP(t) .* (5.3.57)

**/•**

The explicit factor t appears because for one given loop the integral at the left-hand side, i.e. in the sum on the starting point of the lattice, can be performed at any of the t possible lattice points of the loop, and therefore one loop will be counted t times.

From the above equations, Z\oop can be expressed by

*dZ,*

'loop

*dA*

= *[ dttP(t) e~At Jo*

= J dtj dxr(x,x,t)e

***r***

*Jo*

R .

*En* + *A*

l

= IU“2^V2+^ln(2Z?)

Integrating (5.3.58) with respect to A, we obtain

Zioop = - Trln (-^V2 + A - ln(2D)) + const.

= — lndet + A — ln(2Z?)) + const. (5.3.59)

Assuming that the interaction between the loops can be ignored, the sum of states Zv of the loop system (vortex system) can be written as

(5.3.58)

*(Zi*

loopy

**n!**

exp[ZiooP]

= const, x det — V2 + m2

(5.3.60)

Here, we set m2 = A ~ ln(2D). The factor 1/n! removes the multiplicity caused by the fact that the configuration of the system does not change when the loops are interchanged.

5. Problems Related to Superconductivity

Expressing the det 1 in the above equation as a functional of the complex fields <p and ip\*, we obtain

= *J V<p(x) j Vip\*(x)ex*p j^- *J dx<p\** ^-—V2 +

(5.3.61)

What might the correlation function {<p\*(x)p>(x')) of the field theory of a complex field signify for the original vortex? In fact, we notice that this correlation function equals the average number J0°° r(x, x\ t)a~M of vortices starting at x' and going to x. Recall that the action of a vortex of length t is just given by ylt, and therefore the probability becomes only about e~At smaller. Integrating over all possible path lengths, the above equation is obtained. We will prove this relation. From (5.3.55), we obtain

*f* d*t r(x, x', t) e~At* = V *Jo* V *En + A*

**n**

= /,! 1

\ -11/2 DY

-(1/2 £>)V2 + m2

-(1/2 *D)V2 + m2 = -J-j D<pD<p\*.p>\*(xMx')*

xexp[-/dx<p\* ^-~V2+m2^

= {^(^M^')) ■

(5.3.62)

Especially for x = x\ (|<^(x)|2) is the local vortex density. On the other hand, for \x — x'\ -\*oo we obtain (tp\* {x)ip(x')) —► (>p\*){(p), which is the probability for the appearance of infinitely large vortices.

It is possible to express the fact that more than one segments of vortices cannot occupy the same place by adding a term A |<p|4 to the action (5.3.61). Furthermore, in the first quantized world line picture, the vortex current density defined in (5.3.35) becomes

*j„(x) = x^{t)6{x* - *x(t))* . (5.3.63)

Inserting this into Sint of (5.3.47), the result is

^int / dt a^{x{t))xtx{t) . (5.3.64)

Performing the path integral (5.3.53) for this action, V in (5.3.61) is replaced by V + ia. The action of the whole system becomes

*-!*

dx

1

*2D*

— (V + ia)2 +m2

ip + A|<p|4 +

1

16tt2J

•2

(5.3.65)

1. The Superconductor-Insulator Phase Transition in Two Dimensions

This action coincides with the action of a scalar field interacting with a gauge field (scalar QED). This action can also be regarded as describing a (hypothetical) superconductor in three dimensions. By analogy, for m2 < 0, (<p) and (ip\*) become finite, and owing to the Meissner effect, the gauge field becomes massive, i.e. exponentially damped in space, and therefore does not reach inside the sample. In terms of the original two-dimensional superconductor, vortex condensation occurs; that is, because vortices of infinite size exist, the condensation of the bosons, i.e. the Cooper pairs, disappear, and superconductivity is lost.

**159**

Next, we discuss the conductivity and the surface resistance of the system. We consider a two-dimensional sample L x L as shown in Fig. 5.8, where a current density Jo is flowing in the x direction. We assume also that a voltage is applied in the x direction. In the original bosonic problem Jx = Jo and Ex = E are related by Jo = crE. a is the conductivity that can be determined by the current-current correlation of the bosons.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAK0AAADbAQAAAAA3rywyAAAACXBIWXMAABcSAAAXEgFnn9JSAAAL/0lEQVRYhcWYf1RT9xXAvyGRBEUTqp3aopFJa3umBesqdRWDtvXHpIfTY9fa07VIqSinYHBusg7DI8U2crCNm6vS0pL2tNPttM56tLBV5b2AFS1K9OxsqEheKEh0/HiBCI+Y997d9/t9QX5I/97DQ+KHm/u93/u9937vDYKRx2e++xaNwiX6CbG5fSKsMKGJsIR/JsAylp8Ah/0NE+Gg32OZCIs8OwEWgz+C2YmwP8Q67sVIH2JLNOMxZxRlhuX0Y3HACEGJsQBnGY0VLd6OxDD0zQgO4P2FFLL5ADMKE5USKORzxhEsEY0KI5P37hHcRvVbguRliLmLnfS3Q92NcRgrqlWRI64fxpHDihxOYBiPHO3w+hR7xmAwR7BlLG5QscSMxe0qDo2l5P8EB8dh/GmC/eMw3gbBznEYXBSbx2MPwYplPPYTLI2n2AZ0r32EoHvtI59H4x1FLWQQdcH4x4Lu8R95zBiXoJFn0/JpdD/jcOQxouBEWI/xPvjb/paN2gqdLvrJUdgFLThoBkGnBwVtyNEitE2P2sBJkqBLNdjwUO9+bY6iYhytVtalmAE+2nzI/JBfcaBbUApsc0s2Fm3hQ1/V9Leu8/Q40B04CMDCFiU7sZkZCp86hNCUT/UojA+HBjYIPCjy8iucfrqd4Cqy2FEIOc2svGfhsSi948M1GLtwSuKfW5ux4/cs2IesHooPklMSlXAHPwdi8y+lac8f0FPpHpBnQnsjDzAn90qaxlBFcCVWLR6HdmeNBebcvJQxCUGDqgSnO7ayhYH0ry/pV83gHVRJCAg2X+PhuSOB6LRXG1XdXcrhKqu/W8yEBsH3dFpro2pJo/dqEQMdPBRdWG1ag97tUe1u9B4HDxPGS1/PmbUGoYsqDntF5aIQEnle6nx5g1bjaVB3mQnhHnZADDMh38YojcaqumrIyF/GXgQGwpsM0agxX8WS7p3kc0zoiWYIbU3bgniB2F0OytSjfZARSvHwlTfXpqAqoNsJK6nWQGF6oFBsDl+ZpTPNGFR3KVnaA7onk9MYLhlHgynlB4pZ6Sn/kKkMacxqJL1wOyJdACE7p9VaKgxRGDf4GqhjryPmVgmn15pdaDLSaPw96na4aCbk5rTzjZ+YYlFcnF6I4N7skLtOTzBCcaZJEMGd2UM0fu1Ih5DhiWHsE/foTGiTsZQjf7XIKu7xgUuAU0MQFmITEUqVVLy5BFwLwI89Pviq9ehAKrXEiQOCAdZF0jaYmSQMWCKY3iyZd8DDSqFFLSJzQ8U2ml0S1IDUlwTwTXdEGj+sPmD1wO3nHpkGKXmRQwOx6Aj4wx6Q0xc2HU15juD3oPhay7oTzW9dFTBOT8qHgYhuKaP9a15mRIBr6xblSzZVidxnCZ0ocQzi7P+65JxvYawabPIOCB0cSpJAlP+YZmhLrFBPHoIX5pkM+mViWwH2lLuASpfjPfrupnt0FFf860jujMJ6DVoeT3UH+Ux+pMS4DY+nU4zvyVG4/WfT9hIDK0TZsokq0OBawZaixz5WT76V3zSie3JUcWDYVQGVTZ6Hog2vFAdJ+JDC0S4EdqxkXPD78/Mm8zsL9RG8AaTtfQrPd4HP5bIKagwSA5ZDnBSGImhzgdWpuup8Uq24Q5mJ68Esh29/UQ6rYqt8EqDYooThVumJ6cEtsuoqa991Z/UcRulij36baHz9fiC4lIEW2XMibqeF4S3XkpTsX6kYoO8LOHyj/zhe+QP+2x2MpBYOuU9hf9jQzrCi7ZPWymxbD8EfgvwgHEl+7ZltoOxq9byfu7mb4DIQcMICc8APVtt2a9My5qAaEALsMrLMBoYF+ZuFVdqlXorFZ6Gw3NjwMimTt9GfVt2XoWZx/ooXPZey+pLxxSnOq3y93kJwaa2NKf5nQNbPcbGdM2eXdzY0E+xQXuVZeeBUzSu4IL70XqXInKHSstvJ2jrQwWymSpgZWynCWWogK+C6K9kzIVTblKJr5L1+EifllkW11ZUFmvsHRSlcWO3FUaDHF0zZ0tjYpQ9+akKxx5O342TDQebAeM/q+GkpZT7TjFj7sudl0o3gEtYOZcaYaPb9ApMp/fOhl3F1EwHnpR/KMW5CmhK0ivetY4A/DXwDEqB0S76uM0ZT+kAdq1wgp83DGoKtz/5cmKqtn3sTwivVOCTSzkXPpO49pm/LzO2FguwacitRnHT91Jy/YJxX5n2jjSWJTnD5glbW5tNyP1nt4d8Kkx1bGhAPpfrWBySfhpu7WuZnY9xCdGPc3Bq96x8ablZSKDhv6L9Efg3yMm8P7o3OO5XAmWKLAvMyhTBDpBGzu/qTVXkLF3No2tSGgqfZv/IEA+z287/Jiz/GLYk2um1+IRzB9vrW/qypCdym2CmXO17q6gpFsLf1hyyzhvttfEb/kBnfIKpj7XM/fjhxloabEe/Ubiwz14ZlNTRnbExEFRrOtMrJoY+MJ4NgIeFT+ufriWv3aXBlNOJCrUOlEXz7wpabeDvIMJVggxZokth9HTvstUTayenSKp7R+Cku3dc56Kii2Berr5gW71eVRG2u3vkR3rzBGIhdUzEt1cqSqLJHbV5a/MVKipEWdZtV3e+izdU3EzVuQ0zMdqTVpccClS7X2Wp8SONGKOZWifZdNEmm0uWrWw++blrpLkErO9H6FosfaLV3WuUDf9B85i6Jctc2fYn7KcFF8ZvS4GCM3V2yvhG85IQFquS93H+H/x7CuhvngPILBf+B4rLc1vBjXQnnTOtZMZ4WETCSJedfFPLmH6szrQcxmocwbkA8RPfaeOhO+Kwu7pYHcK1n8Y1AlOzN27UzPzmrbvbGFtuzGEs3VA/mdD+ybXFb3fSNfFtJJqRKAyw5S0cOl53zQdbZ6efM2Is6k8lMlThyLq/fhrLOFGxdkWbAhXrPQ0Ayzf6wXdu7sK8pee1CnUFjiNm7gF7R9kMf7+9dZv/e9Eujc7fWEHOBYYiSksS9Szpma7io1VOiSvRPXj2jX0Skdz+8N/kNE8Zpmt1IP2srZzxNS8FPqwoyTAnY3wlcGopHyFxJy/qS5lBG3PP10w3LfL4oA4qeWk6kKxPcgW0xue7phtSOhPsqtHnpUyjm3IPbZudyb69nOy3d0jeiUk8PbdML/f0xWdyB9c5OJnQBTbKpODk+3J+Qxb24VoCGx3vb5aJSWu1nQPj7vphzHetwohae0gy84qCWxPoHvUOPcr6sQ6zSa6gBhh6xaxfGN8s4w/x3JHZuU+P24qdoCbPV1Fblnude24HHwG6577jA0yXzLbVVRbn1LtthJWSVnfgwaQnLY7zeNx+tb2UEGGDkupT8O2RJRx7UNYU19QxtuY/WVN+4Ql21qHvwSvZiPIq5gF55+V8RJc58K/BHUs/OtvTA6cGrNb8TFHq72vB4xmZ50jGG9m42JUOgWMYtKLvsu4t48rrOkDFHobplJRM+X+w+N1vO2F28coiRaPg4bLhUClO/O0sijdkadAlf0kyzXGdahTjuX6QjVsLNuF+m0uCFVlh85jJpH1cM4fimu3RCuBZf2NwALlI4jMXe17zEkndwiROEy3Vqw447dDUbnNiiXiHuO0uIpsL8QjW+yRUteEJnsB3BINiw7vDdJkeQuSKAATzNVAqKGsjqELDE4iEDJr5ioUXFiuUOQA12twX3MycBItLKf4CVqwXVkpMiO7wkdrMNrJHeQvTwI32VjXWSXp4hO4IRS3pYMlXJjIv1yGopkMmEK6hpDVV+Fk5SLJBJzXmKB1EifTKMUlIpnM4k/dwKOH54FAaQiV+JcE0E4xOWmO2Uhuk/FZMV2QE4C4Vi/UwcLEJECQ+DcIO0CmL9+wx+f9ExrNslN8v4SiTzA9hw13tn2LEN4N0iHT8t1EuA8TmKvUIqDiGB2KPsAjx8tFHd8ud+4sDTOAhksJ1WMRbqopiXm8hVLDpQHzl5HFVJBDcI/Yw0A0IOPNXZkQNKL6JJrmLGqCyHoEwumHtHQ9yDr5l4kNT/OJ7o+T9j+u3GvViaGMtjlNAvT8ZgkWC1h+U0jrvzfoBgbtgTbynqq85EJnTf8ErhyKvTR7A0HkOATP8wjIORNIH2MQYGR74HGI19xglxwHL37f8AYkh6LJg4b7oAAAAASUVORK5CYII=)

Fig. 5.8. Duality in the two-dimensional superconducting system

On the other hand we could think of the problem as a vortex system. The “electric field” ea = daao—doaa that is constructed with aM following (5.3.45) becomes ex = 0, ev = 2irJo. The vortices that feel this “electric field” also flow only in the y direction with a current density jv = j = aey = 2-nd Jo- a is the vortex conductivity that can be calculated by the vortex current-current correlation function in the system with action (5.3.65). However, returning to the original problem, when a vortex current in the y direction is present, a voltage arises in the x direction, and following the Josephson equation (5.2.10), it is given by V = 2w x jL. Because the resistance of the system is the ratio of V and the total current I = LJq, we obtain

R \_ LE \_ 1 \_ 2t*rjL* \_ 2irj \_ 2\_

(5.3.66)

I LJ0 a LJ0 Jo ( ^ a

We conclude that the conductivity of the model (5.3.28) and the model (5.3.65) fulfil the relation

(5.3.67)

(7(7 =

Reintroducing 2e and ft, and taking into account that in two dimensions the conductivity has the dimension (2e)2/ft, (5.3.67) becomes

(5.3.68)
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Because in the superconducting phase the boson current is present, but not the vortex current, it corresponds to a = oc and 6 = 0. Conversely, in the insulator phase, the bosonic current disappears and only the vortex current is present, corresponding to a = 0 and a — oc. Assuming that the phase transition between both is continuous, then exactly at the phase transition point, both values are expected to reach a finite value. Of course (5.3.28) and (5.3.65) are different models, and in general er and a will gain different values at the phase transition point. However, when (in the low-energy region) both models become equal (this is called self-duality), the universal value

a = a = = (6.5 kfi)-1 (5.3.69)

ft

is obtained. It can be expected that even when self-duality is not exact, at the phase transition point (5.3.69) will not change drastically.

With the above considerations, based on the duality transformation, only the relation between two models has been clarified, but the model has not been solved. However, such a transformation often gives helpful insights into the physical phenomena. In the next chapter we will meet an example of an application.

1. Quantum Hall Liquid

and the Chern-Simons Gauge Field

A two-dimensional electron system showing the quantum Hall effect when exposed to a strong magnetic field, the quantum Hall liquid, is a new type of quantum liquid. It has the astonishing property that the elementary excitations obey fractional statistics and that the charge is a fraction of e. In this chapter the quantum field theory of this quantum liquid is discussed, based on the statistical transmutation using the Chern-Simons gauge field.

* 1. Two-Dimensional Electron System

In solid state physics, at present, the two dimensional electronic system is one of the most extensively studied systems. Especially, a tremendous amount of work has been done on the 2D electron system under a strong magnetic field in relation to the quantum hall effect. It is impossible to give an overview over the whole scenario, therefore in the present section we will discuss the foundations, and in Sect. 6.2, one special point of view will be presented, being related to the Chern-Simons gauge field.

We start the discussion by considering a one electron problem. With m being the mass of the electron, and —e (< 0) its charge, the Hamiltonian is given by

*H'~t(-aV+ecAi^ + e^ ■* <6-U>

The first term at the right-hand side describes the kinetic energy under the presence of a vector potential A — (Ax, Ay). In the second term, az is (twice of) the z component of the spin of the electron, and the whole term represents the Zeemann energy due to the interaction of the spin with the z component B = dxAy — dyAx of the magnetic field. Using the units 2m = h = c = 1, the system can simply be written as

= (—idx + eAx)^ + (—\dy + eAy)^ + eBcrz . (6.1.2)

We now introduce the combinations

(6.1.3)

\*■« = + eAa = -\d„ + eAa

7T\_ — 7Ty l(Tz7rx , ir+ — 7T — iTy ~|“

and

Owing to the relation

(6.1.4)

['fix, fty] ~ €-\Pxi Ay] e[j4x,py]

= —ie(dxAv - dyAx) = -ieB (6.1.5)

using (6.1.4) we can prove

7T+7T— — (x^ l^z^"a;) (^f"y lO^^Tr)

= irl + irl+i[nx,nv\<Tz=irl + nl + eBaz . (6.1.6)

Comparing (6.1.2) with (6.1.6), we obtain

Hi = 7T+7r\_ = 7T^\_7T\_ . (6.1.7)

Calling |n) the eigenstates of Hi and En the eigenenergy, from the above equation we obtain

7rl7r\_|n) = En\n) . (6.1.8)

Multiplying both sides by (n|, we obtain

(n|7rl7r\_|n) = (7r\_n|7T\_n) = En . (6.1.9)

We conclude that the energy En is non-negative and that the ground state

|0) (Eq = 0) fulfils 7r |0) = 0. Explicitly for the wave function f(r) =

**'[/^.(r)./\_(r)]** we obtain

[-id,, + eAy - i<r(-idx + eAx)]fa(r) = 0 . (6.1.10)

Here, we impose the Coulomb gauge condition for ylx and Ay:

dxAx+dyAy= 0. (6.1.11)

Introducing a scalar function <j>

(**6**.**1**.**12**)

(6.1.13)

(6.1.14)

Ax — dyfi , Ay —

in this gauge, for given B(x,y), <f> is determined by

dxAy - dyAx = (dl + dl)<t> = B(x, y) With r = (x, y), the solution is given by

I r — r'

**\*(r) = ^/ln |**

*B(r')* d*2r'*

ro
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Using this <p(r), we set

fo = ?a\*ga (6.1.15)

and, due to

[dy + eoAx\fa = eea4,[dyga + ea{dy4> + Ax)ga}

= ee^dy9a , (6.1.16)

[dx - eoAy}fa = eea4,[dxga - eo{-dx<j> Ay)ga]

= eea+dxga , (6,1.17)

we obtain for (6.1.10)

(^dy - g^x.y) = 0 . (6.1.18)

We now introduce z = x + iy, **z** = x — iy and dx = dz + dz, dx = dz - dz to express (6.1.18) as

[(1 - a)dz - (1 + o)dz\ ga(z, z) = 0 (6.1.19)

and

*9*+(r)=g+(z) , (6.1.20)

S\_(r)=®\_(2) . (6.1.21)

On the other hand, in order that the integral over \ fa\2 is finite, with (I> being the total flux, it is necessary that

o) I.9<t(^)|2 = 0 (6.1.22)

\r\)

holds. Here, we used that for |r| —> oo, (6.1.14) becomes
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\* I r

2ir I ro

(6.1.23)

First, from (6.1.22) we deduce that eo<P < 0 is necessary, therefore in the ground state only spin components opposite to the flux $ contribute to the wave function of the state. Setting <& < 0 and g+{z) = zm (m > 0), (6.1.22) becomes

lira |r|2-e|4>|/7T+2m = 0 ^ (6.1.24)

jr j—MDO

and with N being an integer, for

e^\=N + e (0 < e < 1) (6.1.25)

Z7T

the N values m = 0,1,2,..., N — 1 are allowed for m. It is a very striking phenomenon that the total flux $ of an arbitrary magnetic field B(x,y) determines the characteristics to the ground state of the electron. Mathematically, this is one example for the Atiyah-Singer index theorem.

The above considerations are valid for an arbitrary magnetic field. Now, we will consider a homogeneous magnetic field. The magnetic field - B{< 0) is applied in the z direction, and only the corresponding spin in the +z direction is considered (that is, we set az = a = 1). The vector potential A is expressed in the symmetric gauge as

A = (Ax, Ay) = (1 By,-\Bx) . (6.1.26)

Then 7T\_ in (6.1.4) becomes

gR gR

7t\_ = -dx - idy + — {-iy - x) = -2dz——z . (6.1.27)

Here, we again used z = x + iy and z = x — iy. For the vector potential (6.1.26), the scalar potential 4> (6.1.12) becomes

$=-\B(x2+y2) = -\Bzz . (6.1.28)

As is suggested by (6.1.15), for the wave function ^(x.y) = \Pi(z, z), we

make the ansatz (the index 1 signifies that a one electron state is considered)

V1(z,z) = g{z,z)e-(-1'VeBlz . (6.1.29)

Then, we obtain

7r\_<Pi = ~2e~(1/i^eBSzdzg . (6.1.30)

Because the lowest energy state fulfils 7r\_<?i = 0, we obtain g(z,z) = g{z), and therefore

V1(z,z)=g(z)e~(-l/4>B2\* (6.1.31)

g(z) is analytic in z, and writing (up to normalization)

9m{z) = zm (m = 0,1,2,...) (6.1.32)

the number of allowed m, i.e. the degree of degeneracy G, can be calculated as follows.

For a round system with radius R, **(z,** z) = gm{z) = 0 must be zero for \z\ > R. We consider pTO(z,z) = |^im)(z)|2:

Pm(z,z) = \z\2me-^B^ = f(\z\2) .

(6.1.33)

6.1 Two-Dimensional Electron System 165

As a function of \z\2, f(\z\2) is maximal at \z\2 = 2m/eB, and because this must be smaller than R2,

. 2m . ~ \_ eB 0

0 ^ — ^R2 or 0<m<-fl2 (6.1.34

eB 2

must hold. Therefore, G is given by

***G=fR2=e£s* •**

Here,'5 is the surface ttR2 of the system. The G-times degenerate lowest energy state is the lowest (n = 0) Landau level.

In order to clarify the meaning of m, we consider the 2 component of the angular momentum operator:

Lz = xpy - ypx = -i(xdv - ydx) = zdz - zdz . (6.1.36)

Calculating the commutator of 7r\_ with Lz, we obtain

-2dz - \*^-z, zdz - zdz

*br-,Lz] =*

eB

(6.1.37)

(6.1.38)

= +2dz + —z = —7T\_

and in the same manner

**U-,Lz\** = 7Tf

Therefore, we obtain

[H,LZ] = [ttL 7r-,Lj] = [7tL, Lz]-k- + 7rl[7r\_,iz] = 7r!\_7r\_ + 7rl(-7r\_) = 0

(6.1.39)

and we conclude that Lz and H can be diagonalized simultaneously. Indeed, it can easily be confirmed that when acting with Lz on w[m\z, z), the result is

Lz9[m) = m&[m) . (6.1.40)

Therefore, m is the 2 component of the angular momentum.

Furthermore, we consider the magnetic flux <I>rn that flows through the surface surrounding the orbit of As was discussed in (6.1.33), the amplitude is maximal around the value \z\2 = 2m/eB. Therefore, we obtain

= n\z\2B = = rrupo • (6.1.41)

e

(po — 2itIe is one magnetic flux quantum. We can assume that the state with angular momentum m describes a rotation around m magnetic flux quanta.
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States with higher energy can be constructed by acting with 7rl. Using

[tt\_, 7rl] = [iry - mx, 7Ty + mx}

= —2i[7Tx, 7T;,] = 2eB = const. , (6.1.42)

for a state 9 fulfilling H9 = E9 we obtain

Hnl\_9 = = 7rl([7T\_, 7rl] + H)9

= nl(2eB + E)9 = (2eB + E)irl9 (6.1.43)

and conclude that 7r\\_9 again is an eigenstate of H, but with an energy raised by 2eB. In such a manner, the Landau levels line up with an energy gap 2eB between each other and, as has been shown above, each level is G-times degenerate.

Up to now, we have discussed only the one electron problem. We now turn to the two electron problem. In what follows we assume that the magnetic field is strong and consider therefore only the lowest lying Landau level and only the spin up "f component. With V(n — r2) being the interaction between the two electrons, the Hamiltonian TL2is given by

TL2 = (-iVi + eA(r{))2 + (-iV2 + eA(r2))2 + V(r, - r2) ■ (6.1.44)

Introducing the centre of mass coordinate R = (rl +r2)/2 and the relative coordinate r = r\ —r2, and taking into account that A(r) as given in (6.1.26) is linear in x and y, and using the relations Vi = Vr/2 + Vr and V2 = V.r/2 — Vr, H2 can be written as

+ ^(\*)) + ("iVr + - A(r))] (--Vk + eA(R)^j - (—iVr + \A(R)) ( iV/j + 2eA(R))2 + 2 (-iVr + -^(r))2

*V.2*

- **2**

*+ V(r)*

+ V(r) . (6.1.45)

+

1

2

For a moment, we set V (r) = 0. When the angular momentum of the centre of mass coordinate is zero, but the angular momentum of the relative coordinate is m, the wave function becomes

!P^ra)(zi,zi,Z2,22) = (zi ~ z2)mexp [~\eB (|zi|2 + |z2|2)] (6.1.46)

and \zi — z212 is of the order of Am/eB. That is, for larger m the rotation around each other takes place at a larger distance. Furthermore, notice that due to the anti-symmetry of the fermionic wave function, only odd numbers are allowed for rn.

Next, we consider the N electron system. In this case, the relation between N and the degree of degeneracy G becomes important. The ratio

6.2 Effective Theory of a Quantum Hall Liquid 167

1/ = N/G (6.1.47)

is called the filling factor of the Landau level. For v = 1, the wave function of the electronic system corresponds to a totally filled lowest Landau level and can be expressed using the Slater determinant as

\D \_

*z\*

*Z2*

72

72

Z2

N-1

exp

~~^eB 0Zi I2 + ■

**+ *\zn\2)***

1

*ZN*

*CN*

*N-l*

*ZN*

*= X\(z - Zj)* exp

***i>j***

Recall that <F1(0),<F1(1)

~4e^ (l\*il2 ^ + \Zn\2)

(6.1.48)

are total number of states lying in the lowest Landau level.

Next, how can the state be expressed when v is smaller than one? Of course, when there is no interaction between the electrons, N single particle states are occupied from G states, which gives rise to a huge degeneracy. When the repulsive Coulomb force acts between the electrons, this degeneracy is supposed to disappear. Especially for v = l/(2fc + l) (k: integer), following Laughlin, to a very good approximation the wave function of the ground state is given by

v=l/(2k + l)

= “ zi)2k+1 exP

*i>3*

(\zi\2 + f |tiv|2)

. (6.1.49)

This state also describes an incompressible liquid. It had been proposed that a gap exists between this state and the excited states; this has now been established. In the next sections, this will be discussed further. Notice that (6.1.49) is the natural generalization of the formula (6.1.46) and therefore also includes the two electron correlation. Furthermore, setting v = 1, we regain equation (6.1.48).

**6.2 Effective Theory of a Quantum Hall Liquid**

In this section, using the statistical transmutation based on the Chern - Simons gauge field, the effective theory of a quantum Hall system will be discussed.

We start with the problem of an TV-fermion system. We assume that owing to the Zeemann effect all spins are aligned up, and do not consider the spin degree of freedom further. In first quantization, the Hamiltonian is given by

N 1

n = ^^\Pt++YleA°(r^+'Z2v(r'~r}'> • (6-21)

i=l i **i<j**

Here, A and .4(l are the vector potentials. Because we are dealing with fermions, the wave function in the eigenvalue problem,

H&(ri ,rN) = EW(r\, rjv) , (6.2.2)

must be antisymmetric:

P<P(n.r2,....rN) = ^(rP(1),rP{2) rP{N))

= (-l)rV(ru---,rN) ■ (6.2.3)

Here, P acts on (1,2,... ,N) as the permutation operator (P(l), P(2),..., P(N)), and (—I)\*3 is +1 in the case when P can be written with an even number of transmutations (exchanging of two elements), and —1 in the odd number case. As a special case of (6.2.3), we obtain

$(r\ r, Vj *,vn)* = -'P(r\,-..,rj,...,ri,...,rN) . (6.2.4)

Conversely, when (6.2.4) holds for arbitrary i and j, then (6.2.3) can be derived.

Next, we consider the bosonic problem. However, this time the Hamiltonian is not (6.2.1), so we introduce a new vector potential a to write

**N** 1 **N**

W = 2m I\*\*4 + eA(r‘) + ea(r^}2 + HejVr\*) + V(ri ~ r>) '

i=1 m i=1 i<j (6.2.5)

Here, a(r,) is given by

a(ri) = tr~ V,Qb ’ (6.2.6)

**L'K** 7T ^'

i(/0

with 4>o = 27r/e. ai} is the angle between the x axis and the difference vector between rj and r, (that is, rj — n), as shown in Fig. 6.1. Here, the value is determined only up to 27r, but when acting with V, the result becomes unambiguous. a,j is explicitly given by

a,, = tan-1 ——— = a(r, — r,) (6.2.7)

Xj — Xj

and (6.2.6) becomes
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*t \ — ( <t2--* Y ^ *yi* ~ *Vi* V'

\* I 27T 7T ' It".— X.l2’ 27T 7T

**r.-nl2 27T 7T |rj - n**

**(6.2.8a)**

fla^ri' " 27T7r£a0 ^

(Xj Xj)^j

1(5\*0

If j - ftl2

(6.2.8b)

Here, we set £12 = —£21 = 1 (the other components are zero) and (fj)i = Xj, (7^)2 = y, ■ Notice that pt and rz appearing in (6.2.5) are both operators, and that a(r,;) is the operator given by (6.2.8). Because we are dealing with

bosons, the wave function of the eigenvalue problem,

|  |  |  |  |
| --- | --- | --- | --- |
| ‘H'(t>(r 1,.. | II  t- |  | (6.2.9) |
| must be totally symmetric: P<t>(ru. | II  s. | ■ ,rN) . | (6.2.10) |

In order to connect the fermionic system and the bosonic system described above, we introduce the following unitary operator:

U = exp

■ \ ^ ^

*i<j*

(**6**.**2**.**11**)

Because atJ is a function of r.j -r, as indicated in (6.2.7), this operator is independent of pt. We calculate UpiU~l as

t/p.t/-1 = U(-iVtU~1) + UU-'i-iVi)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| exp | 'L nnii | (- £ | 1 exp | "^7Taij |
|  | i<j | V mi) y |  | }<3 |

= -ea(ri)+pi . (6.2.12)

Therefore, we obtain

U [pt +e.A(ri) + ea(n)}2 U 1

= *U\Pi + eA(ri)* + *ea{ri)\ U~}U[pi + eA(ri) + ea(ri)\ U*\_1 = *\pl + eA(rl)}2* . (6.2.13)

Because U does not contain p,. ,4rj(r,j and V(r, — r j) remain invariant when U and U~ 1 act on the right- and left-hand sides. Therefore, the following relation between (6.2.1) and (6.2.5) holds:

H = UH'U-1 or U-'HU = H' . (6.2.14)

Now, suppose that the eigenvalue problem of the bosonic system has been solved. We call this solution </>. Writing

y(ri, rN) = Ucj)(ru ... ,rN) (6.2.15)

we obtain

HV = HU<p =

= UU'4> = U(E'<t>) = E'{U(j)) = E'V . (6.2.16)

We conclude that 0 is an eigenfunction of H with the same energy eigenvalue E'. We wonder if 0 fulfils the condition (6.2.4) for fermionic wave functions. In order to see this, we write the parts in U depending on rn and r; explicitly

(we set n < I):

, rn, ■ ■. .ri , r w)

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| exp |  | 0  ~aiJ  7T | + i | n—1  E | 0 .'4^ + 1 2^ |
|  | L i<j | 3- | **=n+l** | 7 = 1 |
|  | (¥=**n.l**) |  | 0/0 | |  |
| + i | / . -<\*ii + 1 | | 9  7T |  |  |
| ( | »/») |  |  |  |  |

***N***

3=1+1

(6.2.17)

We write \4>{r\, rn, rj,...,r„) for the function appearing in the ex

ponential. We examine how the phase 4> changes when r„ and ri are interchanged:

*A0ra* = $(r*!*, ...,ri,...,rn,...,rN)~ *${r* i,..., r„,..., *n*,..., *r*N)

0 1 ( Q

” ^ (+-ml + Ckmn 0:nm] (ttpt 0:7i/) \* (6.2.18)

m=n+l

As is clear from Fig. 6.1, a^ — ais the change in angle that arises when reversing the roles of the particles i and j, that is
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Here, + corresponds to an anti-clockwise and — corresponds to a clockwise exchange of the particles. In the case when

0 = (2k + 1)tr (6.2.20)

holds, we obtain

i —1 Q

A$„t = (27T or 0 or — 27r)— ±9 (6.2.21)

m=n**+1**

and the first term on the right-hand side does not contribute in the exponent. We conclude that

U(rx,..., ru ... ,rn ,rN) = el4i’n't/(r1, rn,... ,rp ..., rN)

= e±l$U(ri,. ..,r„,...,ri,...,ry)

= -U(ru...,rn,...,ri,...,rN) (6.2.22)

and therefore

*= U(r1,...,rl,...,rn,..., rN)<p(ru... ,rh... ,rn,... ,rN)*

= -U(ru...,rn,...,n,..., rN)(p(ru..., rN)

= -<P(r1,...,rn,...,n,...,rN) . (6.2.23)

Here, we used the fact that the wave function of bosons is totally symmetric. In such a way, we proved that for 6 = (2k + 1)tt, W = Uip is the solution of the fermionic eigenvalue problem (6.2.1), (6.2.2) and (6.2.3).

From the above discussion, it becomes clear that U contributes a phase e±lS when two particles are exchanged. The vector potential a(rinteracts with the bosons, and this phase transformation arises as the Aharonov- Bohm effect. Equation (6.2.8) can be interpreted as the vector potential created by a particle at rj, acting on a particle at position rq.

( ~ V\_ \ o # 1 - 27T7T Vkl2’ M2/ 2irirre'p

is the vector potential with strength cj>0 (6/tv) at the origin. We now introduce polar coordinates (Fig. 6.2).

For an arbitrary closed path C around the origin, we obtain

/ A(r)-dr = ~- ( rdtp-=<f>0- (6.2.25)

Jc ^ ft J o r ft

and due to Stokes' theorem

r)•dr =

j d2r V x A(r)

(6.2.24)

(6.2.26)
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Fig. 6.2. The vector potential around the flux <f>o

V x *A{r) = <fio—6(r)z* . (6.2.27)

7r

Equation (6.2.8b) can be written as

a(ri) = X] ~ ■ (6.2.28)

The particle at position rj can be regarded as the source of the magnetic flux 0o(0/tM. creating a vector potential at r,. Because, as indicated in Fig.6.3, the exchange of two particles is equal to half a rotation of particle 2 around particle 1, the phase change AO is given by

AO = - A(r2 - n) • dr2 = -</>0- = 0 . (6.2.29)

*2 Jc 2 ir*

This result agrees with the above considerations. This is exactly the idea of the statistical transmutation: the change in sign (in general the phase transformation) when two particles are exchanged is described by introducing a fictitious gauge field a and using the Aharonov-Bohm effect. So, what about the time component do of the gauge field? For its description, it is more conveniant to formulate the problem in second quantization.

Using the standard formalism, (6.2.5) can be rewritten as

W =

*J* d2r *<p\*(r)* [~iV + *eA(r) + ea(r)]2 +* d2r *j* d*2r'p(r)V(r — r')p(r') .*

H + eA0(r)^ <j>(r)

(6.2.30)

*/*

/

*i*

*0*

1

0

1
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Fig. 6.3. The relation between the exchange of two particles and the rotation around one particle
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Here, and <f>(r) are the bosonic creation and annihilation operators,

fulfilling the commutation relation

(6.2.31)

[4>{r), <t>Hr')\ — ${r - r') , and p(r) = 4>Hr)<p(r) is the particle density. (6.2.28) becomes

a(r) = J d2r' A(r - r')p(r') .

(6.2.32)

Using (6.2.27), we obtain

zb(r) — V x a(r) = j d2r' Vr x A{r - r')p{r')

= *J* d2r'<p0~6(r - r')p(r')z

g

(6.2.33)

= *<Po~p(r)z*

It

and therefore the flux density b(r) is proportional to p(r). That is, for one particle, one gauge flux 6/it is “attached”, and the combination of the boson with the gauge flux string corresponds to a fermion.

Taking the divergence of (6.2.32), we obtain

•a(r) = J

d2r' Vr • *A(r - r')p(r') =* 0

(6.2.34)

Equation (6.2.34) corresponds exactly to the Coulomb gauge condition. Conversely, using (6.2.33) and (6.2.34), it is possible to derive (6.2.32) (under the boundary condition that a is zero at infinity). Now, we interpret (6.2.34) as the gauge fixing condition, and implement only (6.2.33) explicitly as the constraint condition into the path integral. In order to do so, it is sufficient to use

II5 ~ ep{r,t)j

= Jva0(r, t) exp i Jdt *j*d2r a0(r, t) (j^-£n0daap{r, t) - ep{r, t) j

(6.2.35)

Finally, under the presence of an external field A^, the path integral of the system reads

ziAn\ = JT>aflT>4>exp[iSa[alj.\+ iS^^ + a^]] , (6.2.36)

where Sa and S<p are given by
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(6.2.37)
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-:^IHv + e(A + a))4>|2

*J dt j* d2r *J* d*2r' p(r)V(r - r')p(*

*J dt J*d2r *J d2r,p{r)V(r - r')p(r')* . (6.2.38)

Equations (6.2.36), (6.2.37) and (6.2.38) are valid only in the Coulomb gauge (6.2.34), and the system as it stands is not gauge invariant.

In a general gauge, the first term Sa has to be replaced by the so-called Chern Simons term
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(6.2.39)

Here, p, is, A represent the three components x, y, t, and is the totally anti-symmetric tensor in three dimensions. It is simple to prove that (6.2.39) becomes (6.2.37) under the condition (6.2.34). To summarize, the two- dimensional fermionic system can be reformulated using the action (6.2.39) and (6.2.38) by choosing a gauge and performing the functional integral with respect to the gauge field and the bosonic field <j>. The gauge field that is introduced in this manner is called the Chern Simons gauge field. In what follows we wifi discuss this functional integral using approximation techniques.

We just learned that instead of fermions, we can consider a bosonic system feeling a short-range repulsive force (that is, two particles cannot enter the same place). These bosons interact with the sum of an external field A/L and the Chern- Simons gauge field aM (6.2.38). Now, we write for A/c the sum of A^ corresponding to a static magnetic field — B in the **z** direction and an infinitesimal test field A' that is introduced to study the linear response of the system, A)L + On the other hand, a(1 is an internal degree of freedom that is correlated to the fluctuations of the particle density p(r) due to (6.2.33). We represent it as the sum of the average value and fluctuations a'^ around it, aM + a'^. dfj, fulfils (6.2.33) for the average field

V x o(r) = <t>o—pz

*it*

(6.2.40)

and do = 0. We conclude that the average value of the gauge flux Beff = B + fc = Vx(j4 + a) that the bosons are exposed to is given by

*BKft* = *-Bz + 4>0-pz .*

***it***

(6.2.41)
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Here, 6 is given by (6.2.20), and k can be an arbitrary integer number. Conversely, choosing k in such a way that the right-hand side of (6.2.41) becomes zero, the bosons feel in average no gauge flux.

Using (6.2.41), (6.1.35) and (6.1.47), we conclude that this condition is equal to the condition

1

(6.2.42)

2k + 1

for the filling ratio v. This can be easily understood using the following argument. (6.1.35) can also be expressed as

**4> o**
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(6.2.43)

Here, $ = BS is the total magnetic flux. The above equation signifies that the degeneracy G of every Landau level equals the total number of magnetic flux measured in units of the gauge flux quantum <j>o. Therefore, v = 1 (that is, N = G) corresponds to the case where in average one magnetic flux quantum is in the vicinity of one electron. For a general v (< 1), the number increases to 1/v quanta. When v fulfils (6.2.42), an odd number of (external) gauge flux quanta is assigned to one electron, cancelling with an odd number of Chern-Simons gauge field flux quanta, that have been glued to the bosons leading to the phase factor of the fermionic commutation relation. In what follows, and aM represent the remaining parts after this cancellation of the average value, that is, A'^ and a'iL.

For such special cases where v fulfils (6.2.42), in zeroth-order approximation we may consider a bosonic system without a magnetic field, where we naturally expect Bose condensation or superfluidity. Superfluidity has already been discussed in detail in Sect. 4.2. Here, we will make a simple r< capitulation.

We start by representing the bosonic field <p(r) by its phase 0(r) and amplitude p(r):

0(r) = p1/2(r)eie(r) . (6.2.44)

Inserting this into (6.2.38), we obtain

S,p = *J* dt *J* d2r jp(-<9t0 - e(Ao + a0) + p)

“^(W + C(A + “))2 “ (V^)2}

—- *J*dt/dV *J*d2r'p(r)V(r - r')p(r') . (6.2.45)

Assuming that the saddle-point sulution is independent of space and time, we obtain

T ■ S [pp0 - iV(0)pg] .

(6.2.46)

Here, V(q) is the Fourier transformation of V(r). The value of p0 that corresponds to the extremum of (6.2.46) is

*P*

*Po*

F(0)

> 0 .

(6.2.47)

We now express p as the sum of this po and some fluctuation dp and expand the action up to second order in dp and d^O + e(Afl + aM):

5\* = *J dt j d2r^dp{-dte-e{A0+a0))*

*fA’rJ* dV *V{r - r')dp{r)dp{r) .* (6.2.48)

Because in the long wavelength limit the term proportional to (Vdp)2 makes only a small contribution compared with the interaction of the third term, we ignore it. After Fourier transformation and ^^-integration (that is, completing the square) we obtain finally for the phase degree of freedom the action

*Sg* = ~ *e(M-k)+a0(-k))}*

x *[iui9(k) — e(A0(k)* + a0(fc))]

*Po*

- ^ [-ikO(-k) + e(A(-k) + a(-fc))]

x [ik9(k) + e(A(k) + a(fc))]

(6.2.49)

Here, we used the notation k = (fc,w). The sum of Sgand 5c.s. given in (6.2.39) is the effective action of the quantum Hall liquid. The principal point is the fact that the Bose system does not show the Meissner effect with respect to Afl, but with respect to AM + aNow, we will use this fact to derive axy = v(e2/h).

In order to do so, we consider a donought ring, where a magnetic flux $ flows through the hole in the middle. A constant magnetic field B acts on the ring itself. We consider the following two types of line integrals along the closed path C around the ring:

*Ia(C) = f a-dl* ,

(6.2.50)

*IA(C) = £*

*A-dl*

(6.2.51)
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The Meissner effect of the bosonic system signifies that “magnetic flux quantization” with respect to A+ a occurs, and that the minima in the free energy corresponding to different magnetic flux are separated by microscopic energy barriers. Therefore, even when <P is adiabatically changed, 7a(C) + /4(C) remains constant during this process. We conclude therefore

d *IA(C) =* d<£ *dIa(C)*

d *t dt dt*

(6.2.52)

and that d<P/dt of the Chern-Simons gauge flux penetrating the surface enclosed by the line C is repelled outside of it.

0
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**Fig. 6.4. The ring configuration**

On the other hand, because the Chern-Simons gauge field is proportional to the particle density as given by (6.2.33), the current J that passes C in one unit of time is given by

***r \_ , , \**** d<?

( e)4>o0dt

(6.2.53)

Therefore, the potential difference at the line C can be calculated using the Maxwell equation

V

x E = -

*dB*

*dt*

(6.2.54)

and we obtain

[4W]C = f

~L

*-L*

*E-dl*

surface enclosed by C

(V x *E)zdS*

—^ dS

surface enclosed by C \ \*^ J z

d£

dt

(6.2.55)

Because axy is the ratio of J and AV, we obtain finally
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***<?xy***

*J*

[4V]

TV 7T e2

*4>o0 9 h*
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(6.2.56)

We conclude that the Meissner effect or the quantization of the magnetic flux leads via the Chern-Simons gauge field to (6.2.56). Now, we need to derive this fact from (6.2.49) using functional integrals. It is sufficient to integrate out 6 and aM and to construct an effective action 5(71^] of Aft. The electric current can then be determined by = SSlA^/dA^. Because the action S = 5c.s. + Se is quadratic in 9, a^ and Athe integration can be performed simply by completing the square. When the gauge field is integrated out, it is necessary to fix the gauge (that is, only three of the components of 9 and ax,ay,ag are independent). Of course, the final result 5[^4m] is independent of the choice of the gauge; however, the physical picture appears in a different light.

First, one possible choice is

enM -> eaM - 8^9 .

(6.2.57)

Here, 9 disappears, and it is possible to integrate over the three components of aM. Notice that (6.2.57) is nothing but a gauge fixing. The gauge condition that 9 does not appear explicitly is called the unitary gauge. The longitudinal component (fulfilling <9Ma„ — dv a^ = 0) as it stands has no physical meaning, but because it “swallowed” 9, it transforms into a physical field. Then, in the action a term corresponding to a “mass term” m2a(InM appears (that is, because 9 has been swallowed, the gauge field becomes “heavy”). This phenomenon is called the Higgs mechanism.

This is the consequence of “gauge symmetry breaking” appearing with superconductivity of the bosonic system. However, notice that “symmetry breaking” does not mean that the symmetry under the gauge transformation is lost. The appearance of the mass term m2d(inM is related to the choice of the unitary gauge. (Therefore in the superconducting phase also, gauge invariance and the related Ward Takahashi identities remain valid.)

It is possible to proceed with the calculation using the unitary gauge; however, we will use the Coulomb gauge (V • a = 0) that appeared when we derived (6.2.36) (6.2.38). In this gauge, 9 can be interpreted as the phase of the bosonic field; later, this will become useful when deriving the Laugh- lin wave function. [For example, in the gauge do = 0, no clear meaning can be given to 9. This can, for example, be understood from the fact that the Green function (e‘eh.t)e->0(o,o)^ becomes zer0 for r ^ 0. This is due to the fact that for time-independent gauge transformations 9(r, t) —> 9(r, t) — tp(r) and eu„(r,f) —► eaa(r,t) + daip(r), ag does not change, and therefore the condition do = 0 does not fix the gauge completely. We conclude that (e±¥>(r)) = 0 when integrated over <+>{r)]

In the Coulomb gauge, due to V • a = 0, the Fourier components of the space components are given by
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(6.2.58
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and can be expressed only by ax(fc,a;) (T means transversal component). Ii what follows we will use the units ft = c = e = 1. Then, <j>o = 27r holds. Th< action Sc.s. (6.2.39) in Fourier components reads

Sc.s.M = — ^2 IfcM-fc)aT(fc)

*k*

= \k\{ao(~k)aT{k) + a,T(-k)ao(k)) . (6.2.59;

*k*

The sum of this action with the action Sg (6.2.49) of the matter field, that is S = Sc.s. + Sg, is the starting point of the following discussion. Notice that the matter field in Sg interacts with + A^. That is, the arguments appeal in the combination

Sft.Q'fj'. Afj]—Sq.s.[a/i] **Sq[0j (Z^i** + **Atl]** . (6.2.60)

The next point to notice concerns the order of integration. One possibility is to integrate out afL first and to determine S\B. A^] = S[d^0 + A^], and as the next step to integrate out 6 to obtain S[AM]. Another possibility is to integrate out 9 first and to obtain S\afI, AM] and to integrate out aM afterwards to obtain S'[AM]. If the only aim is to derive S[AM], then the second method is much more straightforward. When also information about 6, that is, the bosonic system, is required, we have to stop at the step + AM] and

investigate this action further.

First, we choose the second way. The 0-integration in Sg (6.2.49) can be performed by completing the square in the argument of the exponential of the following formula:
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+ \*("\*) { ^ [aoW + 4>(\*)] + k-la(k) + A(k))}

+ (k —> -fc)

+ ',(a°(“fc) + Ao{~k)){ao(k) + *A0{k))*
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(6.2.61)

As a result, we obtain
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(6.2.62)

Here, 6a^ = aM + A)t. The coefficients 7rM„ are given by

TToo(fc)

— (po/2m)|fc|

*V(k)[u>2/2V(k)-(p0/2m)\k\2}* ’ *(po/2m)kak0*

*Sag* + 2

■/2V{k) - (p0/2m)|fc|2

^0 a(k) 7TQ0(fc)

***Po Uka***

2m V(k) [w2/2V(k) - ((oo/2m)|fc|2]

(6.2.63)

(6.2.64)

(6.2.65)

Generally speaking, (6.2.62) represents the (linear) electromagnetic response of the bosonic field.

The gauge transformation of the gauge field 6aM can be written as

6a0(k) —> 5ao(fc) — iwip(k) 6aa(k) —> 6aa(k) + ifcQ<p(fc)

(**6**.**2**.**66**)

The condition that Seff (6.2.62) is invariant under this transforniation reads

*-u}irn0(k) + kaTt^k)* = 0 . (6.2.67)

And indeed, this condition is fulfilled by (6.2.63), (6.2.64) and (6.2.65). In order to make this more evident, we rewrite (6.2.62) in the following manner:

*Sa0(-k)* + *j—^ka6aa(-k)*

*Sag* -

*kakg*

U/

*Sao(k)* + |*-j^kp8ap(k)*

***k***

Ifcl2

*6aa(—k)6a0(k)*

(**6**.**2**.**68**)

The first term on the right-hand side in (6.2.68) expresses the longitudinal response

7To {k) = 7T0o (k)

\_ \_J *-(po/2m)\k\2*

*~ V(k) [u>2/2V(k) -* (p0/2m)|fc|2]

(6.2.69)

Recalling that Aq couples to the particle density p in the form Aop, we understand that 7To(k) is the density-density correlation, describing the density response of the scalar potential.

On the other hand, the second term on the right-hand side of (6.2.68) is the transversal response, and 7Ti (k) is given by

*n(k)* =

***Po***

*m*

(6.2.70)

1. Effective Theory of a Quantum Hall Liquid 181

Now, what is the significance of the factor 6a0 - kak0/\k2\ (the so-called transversal factor)? We assume that a “magnetic field” 6b = dx6ay - dy6ax = b + B leads to the energy increase y(<56)2/2. Written in the action, this term would be

J dt J drx*(sb)2*

= [~ifca<$a/3(-fc) + ik06aa(-k)] [ika6a0(k) - ifclg6aQ(fc)]

k

= {kl6a0(-k)6a0(k) + k06aa(-k)6ao(k)

***k c\*,(3***

— kak0 [6aa(—k)6a0(k) + 6a0(—k)6aa(k)} }

= -- 5^5Z(ifci2^• (6-2.71)

**k a**

This represents the diamagnetic response of the system (because as the energy increases, the system tries to suppress 6b), and x is the so-called diamagnetic susceptibility. (6.2.71) has the same form as the second term in (6.2.68), and

7ri(fc) can be interpreted as

7r‘dia)(fc) =-x(fc|2 . (6.2.72)

Different from (6.2.70), this expression becomes zero for |fc| —> 0. In this sense, (6.2.70) is an even “stronger” diamagnetism than the normal diamagnetic response. As the reader may have already suspected, (6.2.70) represents the Meissner effect (perfect diamagnetism), signifying that 6b cannot enter the probe. [We already used this fact after equation (6.2.51). (6.2.70) provides the mathematical description.]

We obtained the sum of 5c.s. (6.2.59) and 5eff (6.2.68) as the action

S[ay, A,j,] = 5c.s.KJ + ‘Seffts + Av\ • (6.2.73)

Now, we integrate out aM. (6.2.68) is gauge independent, and when imposing the Coulomb gauge condition (6.2.58) to aM as well as Ay., 5[a(i, Afl} becomes

S = 5Z ^lfel(ao(“fc)aT(fc) + aT{-k)a0(k))

k

+ l7ro(^)[ao(—+ 4>(-fc)][ao(fc) + A)(fc)]

k

+ V-7r1(fc)[aT(-fc)+AT(-fc)][aT(fc) + AT(fc)] . (6.2.74)

k

1

Completing the square with regard to do and at, we obtain

S[A\*] = \ ^2^o(k)A0(-k)Ao(k) + - ^7r1(fc)AT(-fc)^T(fc)

k k

|  |  |
| --- | --- |
| k | . (6.2.75) |
| Here, we defined |  |
| - rM -\*o(fc)(|fc|/20)2 ° 7T0(fc)fli(fc) - (|fc|/20)2 | (6.2.76) |
| 1 no(k)ni(k) - (|fc|/20)2 | (6.2.77) |
| ~ - rn 7r0(fc)7ri(fc)(|fe|/2fl)  Ol(k) 7Tio(fc) ff0(fc)Tl(fc)\_(|fc|/2fl)2 • | (6.2.78) |
| The terms fro, th, ttoi and 7ri0 express how the responses 7To and 7Ti of the bosonic system alter due to the Chern-Simons term. In the limit ui, |/c| —\* 0, and ignoring the term (|fc|/20)2 in the denominator due to |tro(fc)7Ti(fc)| 2> (|fe| /26)2, we obtain | |
| - m W/20)2 no{k)~ Mk) ’ | (6.2.79) |
| 7Ti (rCj — /t \ ?  7T0(fc) | (6.2.80) |
| ii  o  It  S'  ft? | (6.2.81) |

The transversal (longitudinal) response #1 (k) (ito(k)) of the system is determined by the longitudinal (transversal) response 7to(fc) (7t, (A;)) of the bosonic system.

This fact can be understood from the constraint condition (6.2.33) deduced from the Chern-Simons term, that is, the transversal component of the gauge field is related to the density p, which in turn is coupled to the longitudinal component of the external field A^. Owing to (6.2.79), the Meissner effect of the bosonic system leads to tt0(k) oc |fc| , signifying that the system is an incompressible quantum liquid. Because the Meissner effect is the repulsion of the “magnetic field” with respect to (6.2.33), we conclude that density fluctuations (in the limit |fc| —> 0) cannot emerge.

Next, we discuss the significance of the diagonal terms 7Toi and ffio- Solving equation (6.2.58) (and replacing aa by Aa), we obtain

Ar(k) = ~(ifc\*A/(\*0 - ikvAx{k)) , (6.2.82)

|K|

and replacing Ao(k) by the general gauge invariant term,
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*MV + j^kaAa(k) ,* (6.2.83

and finally inserting (6.2.81) into the third term of (6.2.75), the result is

1

2

**E**

*\k\ ■ 26*

Ao( — k) + (kxAX( — k) + kyAy(-k))

**x i^j “** ikyAx(k)} + (k-\* -k)

= \ ^2 ^{a0(-A:) I\*kxAv{k) - ikyAx(k)\

*k*

+ [k -> -k) + iw \Ax(-k)Ay(k) - Ay(-k)Ax(k)} } . (6.2.84

In the limit |fc|, ui —> 0 and simultaneously \k\/u> —\*• 0 (this is the lim that is used when determining the transport coefficient) all terms in (6.2.71 as well as the terms in (6.2.84) can be ignored. Then, (6.2.84) can be regarde as S[j4m]. The current jx in the x direction is determined by

3x(k) = = + ia;^(fc)] • (6-2-85

In real space and real time, this reads

*1\_*

*26*

*dyA0(r,t) - —Ay(r,t)*

= TeEv{r’t}

**(**6**.**2.86

Here, Ey is the y component of the electric field. Comparing this expressioi with the definition jx = crxyEy, for axy we obtain

1 1 v ve2 e2

xv ~~ 26 **= 2**tt**(2**k + **1) ~ 2^ =** 2^h **\_** V~h

(6.2.87

Here, we revovered the unit e2/h of the conductance. This result agrees witl (6.2.56).

Above, we discussed the electromagnetic response of the system, when only the Gaussian approximation for the small fluctuations of the bosonic fielc have been taken into account. However, as was mentioned in Sect. 5.3, vortices play an important role in two-dimensional superconductors. The same thinj can be expected for the two-dimensional quantum Hall system which is discussed here. In this case, the vortices correspond to quasi-particles; however the special feature of these particles is that they obey a fractional numbei statistics and have fractional charge. In what follows, this will be explained To conform with Sect. 5.3, we will now use the imaginary time formalism foi a while.

For simplicity, we consider a short-range force, and set V(k) constant. Then, much the same as in Sect. 5.3, after rescaling, the action becomes (using the unit system e = h = c = 1)

Sg = J d3x—(c^<? + an + . (6.2.88)

Here, x = (r, r) is the three-dimensional coordinate, and ajL and Afl are measured from the average value that cancelled out. In the same manner as in (5.3.29), we split

9{x) = 6o{x) +0v(x) (6.2.89)

and define the “vortex current density” jM(x) as was done in (5.3.35):

3n(x) = ^e^xdvd\ev{x) . (6.2.90)

Introducing the bosonic current using the Stratonovich-Hubbard transformation, and performing the 6q integration as in (5.3.44),

d„J„{x) = 0 (6.2.91)

can be deduced.

Introducing the gauge field aIL that expresses the bosonic current density, by writing

J»{x) = ^e^xdudx (6.2.92)

then, in analogy to (5.3.49), the action becomes

= Jdsi + i Idfi(x)jfi(x) d3x + J ^j(V3D x o3D(i))2 d3x

+ i J — e^xdudxia^ + A^) d3x . (6.2.93)

The last term on the right-hand side of the above equation is a new term that arises due to the interaction with the gauge field + AM. The sum of this term with the Chern-Simons term Sc.s. (6.2.39) in the imaginary time formalism

Sc.s. = ~ *J* ^x^e^xa^ax (6.2.94)

is the action that will be considered. The action (6.2.93) is expressed in terms of the Chern-Simons gauge field atl and the gauge field dM representing the bosonic field, the vortex current density j)L and the external field Afl.

Now, we integrate out the Chern-Simons gauge field in the action S — Sg + S'c.s. • Because this can be performed using a simple Gaussian integral, it
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is sufficient to perform a Fourier transformation and to complete the square. The resulting action is given by

S = A^ *J* dsj+i *J* x) d3i-i *J* -^e^xa^dxK

+ i *J* ■^£^xduax{x)Ali(x) . (6.2.95)

Here, the term proportional to (V3D xa)2 in (6.2.93) has been ignored because in the long-wavelength limit, this term becomes small compared with the other terms. The third term on the right-hand side of (6.2.95) corresponds to the Chern-Simons term for the gauge field representing the bosonic field. It interacts through aMjM with aM, leading to a change in statistics of the vortex. That is, when two vortices axe exchanged, owing to the Aharonov-Bohm effect, a factor e±lWv' emerges. Following our earlier discussion, the phase 0V is determined by the coefficient of the Chern-Simons term. Therefore, comparing equation (6.2.94) with the third term of (6.2.95), we obtain

j\_ \_ e\_

(6.2.96)

46V 47t2 ’

and using (6.2.20) we obtain

ft T v 2k +1

(6.2.97)

Particles, where the phase change is different from 0 or it when two are exchanged, are called anyons.

The action of the vortex can be determined by integrating out in (6.2.95):

Sv = J d3a: j-^ru'AA„duAx - jA^j^ + — ■ (6.2.98)

For the derivation, it is useful to express j)L = ^s^xd^bx with bx using = 0, and notice that e^uxdujx = holds. The second term on

the right-hand side represents the interaction with the electromagnetic field, and from the coefficient we read off the charge of the vortex:

ev = “? = \_2m(=\_2fc+r) • (6'299)

In such a manner, the charge becomes a fractional value. The third term on the right-hand side of (6.2.98) is the so-called Hopf interaction representing the statistics transmutation through the non-local interaction, without explicit use of the Chern-Simons gauge field. The above considerations go through in a totally parallel manner for the antivortex, and in this case the charge becomes ev = e/(2k + 1)-

We conclude that the quasi-particles of the fractional quantum Hall system are anyons with fractional charge ev = =pe/(2k + 1) that change their phase only by 9V = 7t/ (2k + 1) when two particles are exchanged. In a direct manner, this can be interpreted as follows. Setting AM = 0, then due to the Meissner effect of the bosonic system, the gauge flux b is quantized as a multiple of 0o- However, due to (6.2.33), the charge that is associated with ±0o is ev = =pe(2k + 1), and therefore the Aharonov-Bohm phase also becomes 1/(2k + 1), which is the characteristic of anyons. Because one electron and one hole correspond to ±(2k + l)0o, respectively, the quasi-particle can be regarded as being constructed from one electron or one hole divided in (2k ± 1) parts.

In this section, the effective theory of the quantum Hall system has been discussed. In the next section, we demonstrate that it is possible to construct the Laughlin wave function that was introduced at the end of Sect. 6.1 using this effective theory.

6.3 The Derivation of the Laughlin Wave Function

As has been mentioned after equation (6.2.60), when the order of integration is changed, and aM is integrated out first, 5'[0, A^\ can be determined. In what follows we set the external field to zero, AM = 0. Again, we start with the action

S = Sc.s.KJ = = 0] . (6.3.1)

With the knowledge gained so far, the integration of afl should be simple. The derivation is left as an exercise to the reader; the result S’[6/ AM = 0] is given by

^ifci2

*9(-k)9(k)* .

(6.3.2)

V(k) + (p0/4m)(46>/|fc!)2 m' '

We now return, with respect to w, to the real time formalism and obtain

s[0,^ = o]= /dfVi(^MzMMML\_

J k 2 I F(fc) + (po/4m)(4f?/|fc|)2

-~|fcf0(-M)0(M)} . (6.3.3)

Because, originally, 9(r, t) was a real field, the relation 9(-k, t) = [9(k, t)]\* is valid. Now, we restrict the summation range of fc to the half and introduce the real part O' and the imaginary part 9"\

0(k,t) =0'(k,t)+i9"(k,t) , 0(-k,t)=0'(k,t)-\9"(k,t) .

(6.3.4)
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Then, (6.3.3) becomes

**s[<Mm=o]=** fdt **£** {A(k)[dte’(k,t*)}2* - B(k)[e'(k,t)}2}

J k\ half

*+ [dtJ2 {A{k)[dte"(k,t)]2 - B(k)[0"(k,t)}2}* (6.3.7

J **1\*. koif**

k: half

the sum of harmonic oscillators. Here, we defined

1

A(k) = ^

(6.3.6

(6.3.7

We now derive the Hamiltonian from (6.3.5). The canonical conjugat momenta of 0’ and 0" are given by, respectively

*P'(k) =*

*dL*

*P"(k*) =

*d{S'(k))*

*dL*

*d(0»(k))*

*2A(k)9'(k)* , *2A(k)9"(k)* .

(6.3.8

The Hamiltonian becomes

*H= Y {P'(kW(k) + P"(k)6"(k)} - L*

k: half

= £ 1t^'(fe)]2 + S(fc) [^(fc)]2}

fc: half ^ > >

+ D lii^^"(fc)]2+5(fc)r(fc)]2}

k: half ft; )

(6.3.9

We interpret this Hamiltonian as an operator and want to derive its ground state. 0' and P', 0" and P" also become operators, with the commutation relations

*[0'(k),P'(k')}* =i *6k,k, [0"(k),P"(k')} = i6kik,*

(6.3.10)

Therefore, it is possible to express 0' and 9" as

*d*

*9'(k)=* i *0"(k)* = i

*dP'(k)* '  
*d*

*dP"(k)* '

(6.3.11)

The Hamiltonian can then be written as

• <6'312)

**k: half**

+

Expressed in P'(k) and P"(fc), the wave function of the ground state is given by

oc exp

-;E

*2^J A{k)B(k)*

{[P'(fc)]2 + [P"(fc)]2}

(6.3.13)

Especially for the long wavelength approximation, due to (6.3.6) and (6.3.7)

*mm -*

(6.3.14)

holds, and we obtain

!?g[{P'(fe)},{P"(fc)}]«exp

= exp

Here, we introduced

2

**k: half 1 1**

(6.3.15)

P(fc) = P'(fc) + iP"(fc) . (6.3.16)

The real field P(r) is obtained by inverse Fourier transformation.

So, what might be the form of P(r) itself? In order to find the answer, we calculate the following commutator. Recalling P(—fc) = P'(fc) — iP"(fc), we obtain

[0(fc),P(fc')j = [^'(Jle) + i«"(fe), P'(fe') + iP")\*')]

= 2i 6k,-k' (6-3.17)

and therefore

[0(r),P(r')] =2i6(r-r') . (6.3.18)

On the other hand, as has been emphasized already, between the phase 0(r) and the density p(r) the canonical commutation relation

6.3 The Derivation of the Laughlin Wave Function 189

\p(r'), 0{r)} = i6(r - r') holds. Comparing (6.3.18) with (6.3.19), we obtain

P(r) = -2p(r) .

In the framework of first quantization, we have

*N*

***P(r*) *= ^26(r-n)***

i= 1

and the Fourier transformation is given by

*N*

(6.3.19)

(6.3.20)

(6.3.21)

(6.3.22)

Here, S is the surface of the system. Inserting (6.3.20) into (6.3.15) we obtain

>fg(ri,.. .,rN) oc exp

(6.3.23)

We rewrite the integral as an integral in real space. For this purpose, we consider the following Fourier integral:

**/**pifc \* r roo ifcrcosfi /-27r

d2fc-j^j2-= j d0J kdk—:|p= J d0f(rcos0) . (6.3.24)

We set r = |r|. Taking the derivative of /(C) with respect to C, we obtain ft ft f°° /\*°° 1

= -Tdk = AL c- (6-3-25)

However, because the fc-integral in /(C) is infrared divergent, it is not well defined. When the divergence is fixed, for example in /(Co) at £ = Co, we obtain

/(C) = /(&) + !“

&

(6.3.26)

Therefore, with ro being some constant we obtain

aik • r

I fcl2

= 27r In

(?)

(6.3.27)

Inverting the Fourier transformation in (6.3.27), we obtain

\_L\_ [ r

|fc|2 J 27T ln r

We insert this expression and

(6.3.28)

P(\*0 = ^ JdVe lk-T[p(r)-p\ (6.3.29)

into the argument of the exponential in (6.3.23). (The average density value p has been subtracted in (6.3.29) because then, in the fc-summation in (6.2.23), the term k = 0 is omitted.)

,2 / 1 , ro d r — In -—-

2tv r'

x [p(r) - p][p(r') - p] e lfc-r"+lfc-r lfc,r'

=- — J d2r" J d2r J dV 62(r" - r + r') x lnp| W) ~ P]W) ~ P\

= — ^ d2r ^ d2r' [p(r) - p\ In |r - r'\[p{r’) - p\ .

(6.3.30)

Inserting now (6.3.21), we obtain

Eq. (6.3.30) = ^ In | r, — r31-— ^ f d2r In |r — r\*| + const. (6.3.31)

i,j i

(i^j)

We now perform the integration of the second term at the right-hand side. Because in the case when the integral is calculated as it stands the contribution for |r| —> oo is divergent, we consider instead

1= f d2rIn . (6.3.32)

J \r\

Using polar coordinates, we obtain

The angular variable can be integrated as follows. The derivative of

d$ ln( 1 + a2 -2a cos 0)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGQAAAAxAQAAAAAE2jG9AAAACXBIWXMAABcSAAAXEgFnn9JSAAAA00lEQVQokZXQsQrCMBAG4IIP0EfoI+gumAcTyejo4OiQ13AQMjr6CHXrWgnYhktyNrlqroNFA4H74ML9lwI/x0ksskBwGc2F55JrVWU5sZNZfuOZrAcm6Neai083w/1Nzb+SpGuU28iQdCNhkB/5y9ibZD2iyLKIOuoQdd+6SvcLRBX1AKh1W0gSgKljQTJgFFenVD9EqkZpfX+rg06kCSLJPpkaa2umMVlIWjpKnRYpykAFSQXalvT+ljk5nFE7USeZfMNlG/FVp4mOk3f7ibAd9AIygEmLAYITswAAAABJRU5ErkJggg==)

(6.3.34)

with respect to a is given by

d/(a) \_ f2n dQ 2(a-cos0) da Jo 1 + a2 — 2a cos 0

(6.3.35)

This integral can be performed in the complex plane by setting 2 =e'e. The result is

df(a) \_\_ 27t da a

**1** +

a2 — 1

0 (|a| < 1)

47r

- (H>i)

*a*

(6.3.36)

With /(0) = 0 and (6.3.36), we obtain

/(a) = {° (0<“

\ 47rlna (a > 1

< 1)

(6.3.37)

Applying this formula to (6.3.33) by choosing a = r/r,, the result is

1= f rdr • 27rln (—) = 27rr2 f xdx-ln — = ^r2 , (6.3.38)

Jo v r) J„ x 2

and finally (6.3.31) becomes

1)

- J2 ki - rj | - — ^ \rn|2 + const.

(6.3.39)

*i<j*

Because, due to (6.2.40) the relations Op = B/2 and 0 — it(2k +1) hold, with C being a constant, becomes

-tD

ys(ri, • • -, rN) = Cjj \n - rj\i/vexp

***i<j***

Here, we reintroduced e. In terms of the complex coordinates z, = Xj + iyt, the expression becomes

(6.3.40)

tf'gfci,- ■ • ,£jv) = C - Zj\1/uexp ■ (6-3-41)

***i<j Li.***

This is the wave function of the bosons.

The wave function of the fermions can be obtained from this expression by applying the unitary transformation U defined in (6.2.11). In terms of complex coordinates, U can be expressed as

(\*-\*f)“+1

(6.3.42)

*i>j*

Therefore, the wave function of the fermions is given by

^(fermion) (^11 \* \* \* \* ^jv) \* \* • > Zn}

= - Zj)2k+1 exp

*\*>3*

*eB*

£w

(6.3.43)

This is nothing but the wave function (6.1.49) given by Laughlin.

Therefore, we understood that the quantum Hall liquid is an new kind of incompressible quantum liquid that is connected through a statistical transformation to phase coherence (superfluid, superconductor), and that the Laughlin wave function is the correct description for it.

**Appendix**

**A. Fourier Transformation**

We consider a function f(x) with periodicity L, f(x + L) — /(x). Therefore, the function is determined for all x when it is fixed in the region 0 < x < L. Now, we discretize x

Xi — iAx (i = 0,1,2,..., N) . (A.l)

We set xn = N Ax = L. Then, for the N different values xi,..., x# of x, the value of the function f(x) is determined. We arrange these values in one vector / = (/(xi),..., /(x^r))\*- We transform this vector with the following unitary matrix V:

.2nl .

*~l~w3*

The proof of the unitarity of V follows from

M = EWi

*3 =* 1 *j =* 1

N 1

= Eivexp

' .27:

Using this transformation, a new vector is obtained:

F — U f .

In components, we obtain

N 1

*F‘ = L,^v*

*3 = 1*

*,* 27*rl*

*-lWJ*

f(X3)

(A.2)

= *6i,i‘*

(A-3)

(A.4)

(A.5)

Introducing the wave number k( = 2nl/L — 2irl/NAx, we obtain, instead of (A.5)

*Jy ^* 1

F(k) = E ^ exp[—ifc/ • Xjlfixj)

Writing the inverse transformation to (A.4)

/ = U-'F = U'F

(A.6)

(A.7)

in components, we obtain

f(xj) = ^ -j= exp[ifc/ • Xj]F(ki) . (A.8)

Equations (A.6) and (A.8) are the (discrete) Fourier transformation of the

function f(x). Now, we take the limits Ax —► oo and N —► oo. The wave number k is discretized in steps of 2ir/L, and the integer I reaches all values from —oo to +oc. (When performing naively the limit N —> oo for I =

1 ,...,1V, the reader might think that it is sufficient to take only positive

integers for I. However, a more precise mathematical proof shows that all integers for I have to be included. Here, we accept this as a matter of fact.) Then, (A.8) becomes

OO -

/(\*) = E 7=jklxF{h) . (A.9)

***l= — oo* v**

Here, we have

N 1

*F(ki) = VZ^F(ki) = AxT-^e-'k‘xif(x})* . (A. 10)

Taking the limit Ax —> 0 in this equation, we obtain

*F(k,) = £ dx~e-'k‘\*f(x) .*

(A.ll)

Equation (A.9) as well as (A.ll) is the Fourier transformation in a finite space interval.

Next, we derive the Fourier transformation in infinite space. Symmetrizing (A.ll) around the origin of x

*F{ki)*

**= Vs\*4\*) = /**

L/2 dx

—7= I L/2 v27T

-i *k[X*

(A.12)

and taking the limit L —> oo, we define

*F(k) = j*

*dx*

— oo V27T

/(\*) ■

(A.13)
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Equation (A.9) becomes

and again taking the limit L —> oo, we obtain
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(A.14)

/

°° HA\*

^—eik\*F(k) . (A.15)

Equations (A.13) and (A.15) are the Fourier transformation in infinite space.
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Usually, a function / provides a correspondence between a real number x and a real number f(x):

/ : x £ i? f(x) £ R . (B.l)

On the other hand, a real number F({f(x)}) that corresponds to a function f(x) defined in the interval a < x < f) is called a functional:

F:/(x)eW-\*F({/(x)})€fl . (B-2)

Here, 7f is a space the elements of which are functions, i.e. a functional space. This space can be considered as the Hilbert space introduced in Sect. 1.1. When x takes discrete values x\ — a < x2 < ■ • • < xn = 0, then the functional can be considered as a function of the N numbers /, = /(\*»)

F({f(x)})-\*F{fu...,fN) . (B.3)

Conversely, in the limit where the distance between x\* and Xi+1 becomes small, that is, for N —\* oc, F(/i,... ,//v) approaches F({f(x)}). In this sense, F({f{x)}) can be interpreted as a function of infinitely many variables.

Next, for physical applications, the following integral functional given in the form of an integral is of importance:

^({/(\*)})= £\*\* (/(\*),—,\*) dx . (B-4)

Here, A" is a function K(a,b,c) of three variables, and we obtain F({/(%)}) when we insert a = f(x), b = d/(x)/dx, c - x and integrate with respect to x. Considering again the discretized version, we obtain

f(/i,..,/W)= TK(fufi+1 f\xt) (xi+1 -»,) . (B.5)

*\* ~~ *xi /*

It should be clear that the fi dependence is quite restricted.

Now, we alter slightly the function f{x) in (B.4) to f(x) + 6f{x). In terms of (B.5), this corresponds to /\*—»/,+ 6/,. We examine how F is altered by this infinitesimal transformation. First, in the discrete case, directly from (B.5) we obtain

*8F = F(fi +Sfu...,fN+ Sf*N) - *F{fu*

**N**-1

*dK(a, b,* c)

i= 1 \*■

*da*

*Sfi +*

*dK{a,b,c)*

*db*

*fifi+i -*

: xi | i

i+1 ~ fifi 1

i+1 — )

*(xi+i -* ***Xi)*** . (B.6)

Here, we ignored terms of second and higher order in 6ft and introduced the notation

*dK(a,b,c)*

*da*

*i*

*dK(a, b, c)  
da*

a= ft ,6=

A+i-A

xr+i -\*\*

(B-7)

,0=3:,

In what follows, for simplicity we assume that it+, — xt — Ax is independent of i.

Rewriting (B.6) slightly, we obtain

*8F* = zi\* £ *dKia^c) \6fi+jt{ dK(a, b, c)*

+

i= 1

*dK{a, b, c)  
db*

*SfN-*

**N**-1

i=2

*dK(a, b, c) db* ■

*db*

*6fi ■*

t-i

*dK (a, b,* c)

*db*

*6fi*

(B.8)

The extreme value of F is obtained for (/i,.--,/jv) when, for arbitrary 5/i,.. •, 8/n, the condition 6F = 0

|  |  |  |
| --- | --- | --- |
| dK(a,b,c) | ( dK(a,b, c) | dK(a, b, c) |
| da | i V db | db |

*^x9K(a, b,* c) *da*

*db*

*dK (a, b, c)  
db*

**N**-1

|  |  |
| --- | --- |
| = 0 | (2 <| i ^ N - 1) , |
|  | (B.9a) |
| = 0 | (B.9b) |
| = 0 | (B.9c) |

dK (a, b, c)

l

is fulfilled. In the case when the functional is extremized under the condition that the value of / at the start point /, and end point //v is fixed, (B.9b) and (B.9c) drop out, and it is sufficient to solve the N — 2 equations for the undetermined /2,. ■., /jv-i-
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The above consideration in the continuum limit N -> oo, Ax -»• 0 is called the variation principle. Analogous to (B.6) (B.9), the variation SF of F is given by

*6F* = + *Sf(x)})* - *F({f(x)})*

= £ dx (f(x) + 6 fix), + ^1, x)

*-Klfix),*

d/(s)

dx

**'\*)}**

**-/**

*J OL*

dx

/ *dK(a,b,c)*

*8 fix) +*

\ 3a

Here, we introduced

*dK(a,b,c)\ \_dK[a,b,c)*

dK (a, b, c)

*db*

da |x 9a Performing partial integration, we obtain

d *(dK{a,b,c)*

a=/(x),b=i^,c=x •

+ -

*dK* (a, *b, c)*

*db*

***em -***

0

dx y db

*dK(a,b, c)  
db*

**J}**

*6 fix)*

*Sfia)*

The condition 6F = 0 leads to

*dK (a, b, c)*

*da*

d / dK (a, b, c) dx \ db

*dK{a,b, c*)

= 0

*db*

*dK(a, b, c*)

*db*

= 0

= 0

(B.8')

(B.9'a)

(B.9'b)

(B.9'c)

*0*

Equation (B.9') is called the Euler-Lagrange equation, obtained by extrem- izing the variation of F.

Next, we discuss the derivative of a functional. First, in the discretized case, we can write

*5F = Fiji +Sfu...,fN + SfN)* - *F(Ju* . ..,/\*)«£ *6ft .*

t=l

(B.10)

Rewriting this slightly,

8F ~ Ax ^

***Ax***

*dh*

*Sfi*

in the continuum limit Ax 0, N —> oo, we obtain

*6f= r*

J *a*

*\j-mmenx).*

Here,

*Sf(x)*

1 dF(/t,

(B.13)

*6f(x) 2'x^o Ax dfi*

is the so-called functional derivative. Setting, for example, F({f(x^ ~~ with xio = x0:

*dF({f(x)})*

*df(x)*

= lim

= lim ^

(B.14)

*Ax—>o Ax dfi Ax—>o Ax*

Owing to

JV-1

N-1

liin V] Si i = lim V] = f dx lim = f dxS(x Ax—10 Ax-\*0 Ax J Ax-\*0 Ax I

N —>oc 1=1 N—\*oo t—1 ^

for (B.14) we obtain

■ i

(B.15)

*Sf(x* o) *Sf(x)*

= 6(x - xq)

(B.16)

Even simpler, we obtain this equation by writing

f(xo) = J dx<5(x - x0)/(x)

and taking the variation on both sides

6f(xo) = JdxS(x - x0)6f(x) = jdx6£j\*^6f(x) we obtain (B.16). Applying this to (B.6'), we obtain

(B.17)

(B.18)

*dF({f(x)})* = *dK(a,b,c) 6f(x) da*

d *dK(a,b,c*) dx *db*

(B-19)

Above, we discussed the functional integral F = /dx K(/, d//dx, x). The generalization to the case of many variables (xi,... ,x«) or the case where K contains higher order derivatives should be simple.
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C. Quantum Statistical Mechanics

We assume that the Hamiltonian H, the eigenvalues En and the eigenstates |n) of the system are known. That is, for

H\n) = En\n) (C.l)

the probability Pn for the state |n) in the canonical distribution is given by

P„ = -e-^" . (C.2)

Here, 1//3 — k^T is the thermal energy at the temperature T, and Z is due to

*J2P” = 1* (c-3)

n

given by

*Z = J2e-0Bn* ■ (C.4)

n

Z is the so-called partition function. All thermodynamical properties of the system can be deduced from the sum of states. Explicitly, the Helmholtz free energy F is given by

F = -kBT\nZ (C.5)

and all the other thermodynamical quantities can be deduced from F. The sum of states Z can be rewritten using (C.4) as

Z = ^(n|e-/JH|n> = Tre^/3H . (C.6)

n

Here, we used the fact that due to H\n) = E„\n), the equation e~l3,l\n) = e- &En |n) holds. The notation Tr stands for the so-called trace, running over all diagonal matrix elements in the basis (|n)}:

IVA = ]T>|A|n) . (C.7)

n

The two most important properties of the Tr are

1. Tt(AB) = Tr {BA) and
2. the trace is independent of the basis.

(1) can be proven easily by

TY(AB) = ^(n|AB|n) = ^(n|A|m)(m|B|n)

**n** n,m

m) = ^<m|BA|m) = Tr (BA) . (C.8)

**n,m m**

Here, we used |n)(n| = 1.
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On the other hand, because the change of basis can be expressed using a unitary matrix U, then

|n) = ^ ^ Una 1^) i

a ^ (C.9)

<n| = = ■

f> 0

(2) can be proven with

X>M|n) =J2'E(M(U')0"AU™\a}

n n *ol,0*

= ^</3|^|a)([/tt/),,rt = X>Ho) . (C.10)

a.0 a

Therefore, we conclude that to calculate the trace in (C.6) it is not necessary to use the basis of eigenfunctions of the Hamiltonian H. Especially in the one-particle problem, (2.1.30) expresses the partition function in the basis of eigenfunctions |x) of the coordinate x.
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