Problem Set Mindestlohn

## Mindestlohn und Firmenprofitabilität: Eine interaktive Analyse

## Exercise Inhaltsübersicht

Herzlich Willkommen zu diesem interaktiven RTutor Problem Set. Im Rahmen meiner Bachelorarbeit gehen wir den Zusammenhängen von Mindestlöhnen und der Unternehmensprofitabilität auf den Grund. Die Basis bildet der Artikel [Minimum Wages and Firm Profitability](https://www.aeaweb.org/articles?id=10.1257/app.3.1.129) von Mirko Draca, Stephen Machin und John Van Reenen, erschienen im Januar 2011 im American Economic Journal: Applied Economics.

Kommen Sie mit auf eine Reise ins Vereinigte Königreich und seine Arbeitswelt.

Durch die Verknüpfung von inhaltlichen Hintergründen, fachlicher Analyse von Ergebnissen, persönlichen Einschätzungen und technischer Arbeit mit der Statistiksoftware R sollen Sie durch dieses Problem Set von einem fundierten Wissenszuwachs profitieren.  
Es ist das Ziel, dass Sie sich nach der geführten Erarbeitung des Themas kritisch und differenziert mit politischen Mindestlohnforderungen auseinandersetzen können und dazu in der Lage sind, Ihre Meinungsbildung ökonomisch zu begründen.  
Zudem wird Ihnen die Möglichkeit geboten, sich kritisch mit Fachliteratur auseinanderzusetzen und Analysen einzuordnen.
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1. Einordnung des Artikels

## Exercise 1 Einführung in den Mindestlohn

**“Jetzt 12€ Mindestlohn wählen.”**

Ein zentrales Wahlkampfthema der SPD zur Bundestagswahl 2021. Es war nicht das erste Mal und wird auch nicht das letzte Mal gewesen sein, dass die Versprechung zur Verbesserung des Lohns ein zentrales Instrument der Arbeitsmarktpolitik ist, um eine große Wählerschaft zu mobilisieren.  
Hinter diesem leicht verständlichen Versprechen steckt allerdings die komplexe Frage, wie die Lohnerhöhungen getragen werden.

Häufig wird in der Forschung die Frage der Auswirkungen auf die Beschäftigung betrachtet. Dabei treten Kontroversen auf und es herrscht keine Einigkeit in den Schlussfolgerungen.  
Daher wählen wir mit unserer Analyse nach Draca et. al (2011) einen anderen Ansatz.  
Anstatt die Beschäftigung in den Vordergrund zu rücken, widmen wir uns der vorgelagerteten Frage, wie die Lohnsteigerungen innerhalb von Unternehmen kompensiert werden.  
Eine solche Betrachtungsweise ist nach den Autoren in der Forschung bisher weitestgehend unbeachtet geblieben (vgl. Draca et. al (2011), S. 129f.)

Die Basis der Analyse bilden Unternehmensdaten aus dem Vereinigten Königreich (UK).

Quiz: Wie können Unternehmen die Lohnsteigerung kompensieren?

* Verkleinerung der Gewinnmarge [x]
* Weitergabe der Kostensteigerung an Verbraucher [ ]
* Effizienzsteigerung [ ]

**Hintergrund der Einführung**

Wie in Deutschland, wurden und werden Löhne im Vereinigten Königreich teilweise durch Tarifverhandlungen festgelegt.  
Die Notwendigkeit der Einführung eines nationalen Mindestlohns wurde in Großbritannien durch den sinkenden Einfluss von Gewerkschaften gesehen.  
Haben im Jahr 1970 noch 80% der Arbeitnehmer von Tarifverträgen profitiert, so sank dieser Anteil bis 2000 um 50 Prozentpunkte. Mit einem Machtwechsel im britischen Unterhaus, hin zur sozialdemokratischen Labour-Partei, kommt es zur Veränderung in der Arbeitsmarktpolitik. Zum 1. April 1999 wird der nationale Mindestlohn eingeführt.  
(Quelle: [William Brown. - London : Friedrich-Ebert-Stiftung, Büro London, 2007](https://library.fes.de/pdf-files/bueros/london/04855-20071107.pdf))

Quiz: Auf welche Höhe schätzen Sie den gesetzlichen Mindestlohn im Vereinigten Königreich zur Einführung 1999?

* 3.60£ [x]
* 5.70£ [ ]
* 7.80£ [ ]

*Hinweis*: Wir verwenden einheitlich den Punkt als Dezimaltrennzeichen, da sich unsere Daten und die Software ebenfalls auf diese Konvention stützen.

Weiter gilt zu erwähnen, dass der nationale Mindestlohn (NMW) nicht die erste Art des Mindestlohns im Vereinigten Königreich war.  
Von 1909 bis zum Jahr 1993 an wurden gesetzliche Mindestlöhne durch *Wage Councils* innerhalb von Branchen bestimmt.  
Das Novum des NMW liegt in der Reichweite über alle Branchen hinweg. Ähnlich wie die *Wage Councils*, gibt die unabhängige Niedriglohnkommission (LPC) eine Empfehlung zur Mindestlohnhöhe.  
Von 1999 an wird die Lohnhöhe fortlaufend von der Niedriglohnkomission angepasst.

Quiz: Auf welche Höhe schätzen Sie den gesetzlichen Mindestlohn im UK im Jahr 2024?

* 9.11£ [ ]
* 11.22£ [x]
* 14.44£ [ ]

### Info: Aufgliederung des Mindestlohns

Der volle Mindestlohn im Vereinigten Königreich wird erst ab dem Alter von 21 Jahren gezahlt. Die genaue Aufgliederung, sowie die künftig geplanten Anpassungen können sie sich [auf der Internetseite der Regierung](https://www.gov.uk/national-minimum-wage-rates) ansehen.

### Theorie der Unternehmensgewinne

Den theoretischen Ausgangspunkt für die Analyse bietet die Idee der Profitmaximierung nach Ashenfelter & Smith (1979).  
Dabei wird von einem gewinnmaximierenden Unternehmen ausgegangen, dessen Gewinn anhand von Variablen des Lohnsatzes , der Kosten und des Outputpreises gemessen wird.

Aus der abgeleiteten Funktion der Gewinnmaximierung erhalten wir die negative Arbeitsnachfrage .

In unserem Fall wird der Lohnsatz auf die Höhe des Mindestlohns M angepasst. Dadurch entsteht zum Zeitpunkt der Mindestlohneinführung eine Gewinnveränderung von

Unter Gebrauch einer Taylor-Reihe, kann die Gewinnveränderung approximiert dargestellt werden:

Zusätzlich führen wir die Variable *S* ein, die den Umsatz eines Unternehmens definiert. Dadurch können wir die Gewinnmarge darstellen und erhalten

wobei

Gehen wir nun wie oben bereits erläutert von einer Lohnveränderung aus.

Im Falle eines negativen können wir auf Basis dieser Gleichung von einer Verringerung der Gewinnmarge ausgehen.  
Diese Grundlage wird später für unsere Difference-in-Difference Analyse und der einhergehenden Wahl der Gruppen relevant.

*(Draca et al., S.131f)*

## Exercise 2 Datenüberblick

Quiz: Um in den Datensatz einzutauchen eine kleine Frage zum Einstieg. Was glauben Sie, wieso wir Unternehmensdaten aus dem Vereinigten Königreich beziehen?

* Keine Kosten der Datenbeschaffung im Vereinigten Königreich [ ]
* Strengere Transparenzregeln in der Bilanzierung und eine zentrale Datenspeicherung [x]
* Die Daten sind anonymisiert und lassen eine unternehmensunabhängige Analyse zu [ ]

**Aufgabe**: Lesen Sie den Datensatz *main\_fame.dta* mit der Funktion *read\_dta* ein und speichern Sie den Datensatz unter *dat*. Führen Sie den Code aus, indem Sie *check* drücken.

dat = read\_dta('main\_fame.dta')

Um einen ersten Überblick über den Datensatz zu bekommen, geben sie die ersten Zeilen des Datensatzes mittels der Funktion head aus.

head(dat)

## regno year month turn emp renu netprofit cap avwage net\_pcm ln\_avwage  
## 1 00000086 1994 3 810 8 107 749 8020 13.37500 0.92469 2.59339  
## 2 00000086 1995 3 831 8 110 617 8126 13.75000 0.74248 2.62104  
## 3 00000086 1996 3 856 8 110 637 7996 13.75000 0.74416 2.62104  
## 4 00000086 1998 3 834 7 102 608 8916 14.57143 0.72902 2.67906  
## 5 00000086 1999 3 947 5 84 773 8847 16.80000 0.81626 2.82138  
## 6 00000086 2000 3 919 6 93 726 11388 15.50000 0.78999 2.74084  
## uksic unionmem female ptwk gorwk lnemp manuf whsle retail hospitality  
## 1 7020 0.12434 0.43317 0.22211 15 2.07944 0 0 0 0  
## 2 7020 0.16418 0.41429 0.14286 15 2.07944 0 0 0 0  
## 3 7020 0.08451 0.45205 0.30137 15 2.07944 0 0 0 0  
## 4 7020 0.08451 0.42105 0.25000 15 1.94591 0 0 0 0  
## 5 7020 0.02899 0.50704 0.32394 15 1.60944 0 0 0 0  
## 6 7020 0.11111 0.53947 0.23684 15 1.79176 0 0 0 0  
## bizservices capsale grad2 sic2 placebo ptreat ptreat\_placebo sic3 NMW  
## 1 0 9.90123 0.2618 70 0 0 0 702 0  
## 2 0 9.77858 0.2618 70 0 0 0 702 0  
## 3 0 9.34112 0.2618 70 0 0 0 702 0  
## 4 0 10.69065 0.2618 70 0 0 0 702 0  
## 5 0 9.34213 0.2618 70 0 0 0 702 0  
## 6 0 12.39173 0.2618 70 0 0 0 702 1  
## ctreat1 treat1\_NMW c\_avwage99 avwage99\_NMW c\_avwage96 avwage96\_placebo pp ff  
## 1 0 0 2.82138 0.00000 2.62104 0 0 1  
## 2 0 0 2.82138 0.00000 2.62104 0 0 1  
## 3 0 0 2.82138 0.00000 2.62104 0 0 1  
## 4 0 0 2.82138 0.00000 2.62104 0 0 0  
## 5 0 0 2.82138 0.00000 2.62104 0 1 1  
## 6 0 0 2.82138 2.82138 2.62104 0 1 0  
## wb\_sales turnemp lturnemp split  
## 1 0.13210 101.2500 4.61759 NA  
## 2 0.13237 103.8750 4.64319 NA  
## 3 0.12850 107.0000 4.67283 NA  
## 4 0.12230 119.1429 4.78032 NA  
## 5 0.08870 189.4000 5.24386 2  
## 6 0.10120 153.1667 5.03153 2

Wir erhalten eine Vielzahl an Variablen, die mehr oder minder relevant für unsere Analysen sind.  
Widmen wir uns den wesentlichsten Variablen für unsere Analyse:

**regno**: Hier handelt es sich um eine bestimmte Nummer, mit der die Daten jedem bestimmten Unternehmen zugeordnet werden können.

**year**: Gibt das Jahr an, aus dem die Daten stammen. Dabei wird das zurückliegende Geschäftsjahr betrachtet.

**ln\_avwage**: Benennt den logarithmierten Durchschnittslohn im Unternehmen.

**net\_pcm**: Die Gewinnmarge eines Unternehmens wir durch die Division vom Nettogewinn durch den Gesamtumsatz im Geschäftsjahr angegeben.

**sic2**: Die Unternehmen werden in Großbritannien nach Branchen in unterschiedliche Branchen unterteilt. Der bis zu vierstellige UKsic (UK Standard Industrial Classification of Economic Activities) beschreibt dabei die Branchen.  
Das oben ausgegebene Unternehmen besitzt den UKsic 7020. Die sic2-Zahl ist somit 70 und beschreibt Immobilienaktivitäten.  
Eine Übersicht über alle Branchen ist [hier](https://webarchive.nationalarchives.gov.uk/ukgwa/20160105160709/http://www.ons.gov.uk/ons/guide-method/classifications/archived-standard-classifications/uk-standard-industrial-classification-1992--sic92-/uk-sic-2003.pdf) zu finden.

**unionmem**: Beschreibt den Anteil an Gewerkschaftsmitgliedern innerhalb des Unternehmens.

**ptwk**: Anteil an Teilzeitarbeitern innerhalb der vierstelligen UKsic-Branche (sic4).

**female**: Frauenanteil bei Arbeitnehmern innerhalb des sic4.

**gorwk**: Gibt den Regierungsbezirk des jeweiligen Unternehmens an. Dabei handelt es sich um Bezirke in England (1-17), Wales(18) und Schottland(19,20).

Werfen wir einen Blick auf die Variable *month*. Wir wollen sehen, wann die Unternehmen ihren Jahresbericht abgeben und damit ihr Geschäftsjahr beenden.

**Aufgabe:** Gruppieren Sie hierfür den Datensatz *dat* nach dem Berichtsmonat *month*. Geben Sie anschließend die Anzahl der Einträge mittels der Funktion *length* an.

# dat %>%   
# group\_by(\_\_\_) %>%  
# summarize("Einträge" = \_\_\_(month))  
  
dat %>%   
 group\_by(month) %>%  
 summarize(length(month))

## month length.month.  
## 1 3 20914

Quiz: Alle unsere Daten weisen auf ein Ende des Geschäftsjahres im März hin. Können Sie sich erklären, warum?

* Anders als in Deutschland, endet das Geschäftsjahr im UK bei allen Unternehmen im März. [ ]
* Im Frühjahr gibt es im UK wenig Bewegung auf dem Arbeitsmarkt. Dadurch vermeiden wir unbekannte externe Effekte. [ ]
* Die Mindestlohneinführung findet bei diesen Unternehmen nicht mitten im Geschäftsjahr statt. [x]

## Exercise 3 DiD – Difference in Differences

Die Auswirkungen des Mindestlohns auf die Unternehmensgewinne können mit Hilfe der Difference-in-Differences-Methode - kurz **DiD** - beobachtet werden.

Die DiD-Schätzung ist häufig geeignet, um kausale Effekte politischer Maßnahmen empirisch zu beurteilen.  
Dabei werden die Daten in zwei zeitliche Perioden und zwei Gruppen eingeteilt.  
*(vgl. Callaway et al. (2021), S. 2)*

Gerade mit Hinblick auf Lohnentwicklungen stellte die Methode bereits in der Vergangenheit eine wichtige Grundlage.  
So können beispielsweise die Einflüsse von Schocks und fixer Effekte abgefedert werden und so die Auswirkungen einzelner Maßnahmen besser beurteilbar machen.  
*(vgl. Angrist et al. (2009), S. 169)*

## Exercise 3.1 Wahl der Gruppen

Bei der Difference in Differences Methode werden die Daten anhand von zwei Kriterien unterteilt.  
Zum einen wird entschieden, ob es sich um eine Pre-Treatment oder eine Post-Treatment Gruppe handelt.

### Info: zeitliche Treatmentgruppen

Bei der DiD-Schätzung ist ein genauer Zeitpunkt ermittelbar, zu dem es ein Treatment gibt.  
In unserem Fall ist dieses Treatment die Einführung des nationalen Mindestlohns.  
Alle Daten, die aus einer Zeit vor dem Treatment stammen, sind Teil der Pre-Treatment Gruppe.  
Jene Daten, die seit dem Treatment erfasst wurden, werden der Post-Treatment Gruppe zugeordnet.  
*(vgl. Angrist et al. (2009), S. 169ff.)*

Zur Erinnerung: Der gesetzliche Mindestlohn wurde am 01. April 1999 eingeführt.

Quiz: Ab welchem Zeitpunkt werden Daten der Post-Treatment Gruppe zugewiesen?

* 1999 [ ]
* 2000 [x]

Für eine DiD-Schätzung muss weiter eine Kontroll- und eine Treatmentgruppe definiert werden.  
In der Treatmentgruppe sollen jene Unternehmen zusammengefasst werden, bei denen der Durchschnittslohn (avwage) im Jahr unter 12000 Pfund lag.  
Die Kontrollgruppe umfasst Unternehmensdaten mit einem Durchschnittslohn zwischen 12000 und 20000 Pfund.  
Eine genauere Bewertung zur Wahl dieser Gruppen erfolgt zu einem späteren Zeitpunkt.

### Parallele Trends

Als relevante Voraussetzung für das Anwenden der DiD-Methode wird die Parallel-Trends-Assumption (PTA) gehandelt.  
Diese besagt, dass ohne die Einführung eines Treatments, die Linien der Kontroll- und Treatmentgruppe weitestgehend parallel weiterliefen.  
Annähernd kann das überprüft werden, indem man sich die Trendlinien der beiden Gruppen vor Einführung des Treatments ansieht.  
*(vgl. Angrist et al. (2009), S. 171f.)*

**Aufgabe**: Lesen Sie hierfür zunächst den Datensatz *main\_fame* ein und speichern ihn unter *dat*.

# \_\_\_ = read\_dta('main\_fame.dta')  
  
dat = read\_dta('main\_fame.dta')

Um die Daten jeden Jahres zusammenzufassen, kann die Funktion *group\_by* genutzt werden.

### Info: group\_by

Die group\_by Funktion aus dem dplyr Paket fasst die Daten anhand einer zu bestimmenden Variablen zusammen und ordnet die Ergebnisse aufsteigend an.  
Um die Gruppierung in einem Output sichtbar zu machen, kann die Pipe um den *summarise* Befehl erweitert werden, in dem dann die Werte jeder Einheit zusammengefasst werden können.  
(<https://dplyr.tidyverse.org/reference/group_by.html>)

**Aufgabe**: Fügen Sie die passende Variable in *group\_by* ein und geben Sie für jedes Jahr den durchschnittlichen logarithmierten Durchschnittslohn aus.

# dat\_trend\_treat = dat %>%   
# filter(ctreat1 == 1) %>%  
# group\_by(\_\_\_)%>%  
# summarise("treatment"=\_\_\_(ln\_avwage, na.rm = TRUE))   
  
dat\_trend\_treat = dat %>%   
 filter(ctreat1 == 1) %>%  
 group\_by(year)%>%  
 summarise("treatment"=mean(ln\_avwage, na.rm = TRUE))

Analog dazu erstellen wir auch noch einen Datensatz der Kontrollgruppe.

**Aufgabe**: Führen Sie dazu den Code mittels *check* aus.

dat\_trend\_control = dat %>%  
 filter(ctreat1 == 0) %>%  
 group\_by(year) %>%  
 summarise("control"=mean(ln\_avwage, na.rm = TRUE))

Um die beiden erstellten Datensätze miteinander zu verbinden, nutzen wir den *left\_join*.

**Aufgabe**: Führen Sie den Code mittels *check* aus und sehen sich den Datensatz an.

dat\_trend = left\_join(dat\_trend\_treat, dat\_trend\_control)

## Joining with `by = join\_by(year)`

dat\_trend

## year treatment control  
## 1 1994 1.99712 2.86534  
## 2 1995 1.98982 2.90611  
## 3 1996 2.02437 2.95668  
## 4 1997 1.96379 3.04003  
## 5 1998 1.99206 3.10183  
## 6 1999 1.95751 3.20962  
## 7 2000 2.22806 3.22456  
## 8 2001 2.29497 3.24137  
## 9 2002 2.39626 3.29615

Jetzt können wir die Daten **visualisieren**, indem wir uns in einem Liniendiagramm die Trends beider Gruppen ausgeben lassen.

Die Basis dafür bildet der oben erstellte Datensatz *dat\_trend*.

**Aufgabe**: Fügen Sie die Trendlinien der beiden Gruppen hinzu, indem Sie den Code um die fehlende Variable auf der Y-Achse ergänzen.

# ggplot(dat\_trend)+  
# geom\_line(aes(x = year, y = treatment))+  
# geom\_line(aes(x = year, y = \_\_\_))  
  
ggplot(dat\_trend)+  
 geom\_line(aes(x = year, y = treatment))+  
 geom\_line(aes(x = year, y = control))
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Wir können schon etwas ablesen, die Graphik kann allerdings noch ansehnlicher gestaltet werden um Unterschiede deutlicher zu machen.  
Dafür können wir die Linien kolorieren und sowohl die Lininenstärke, als auch den Linientyp verändern.

**Aufgabe**: Färben Sie die Linie der Treatmentgruppe in blau und die der Kontrollgruppe in rot.  
*Hinweis*: Der englische Farbenname muss in Anführungszeichen angegeben werden.

# ggplot(dat\_trend)+  
# geom\_line(aes(x = year, y = treatment), colour= \_\_\_, linetype = 1, linewidth = 0.8)+  
# geom\_line(aes(x = year, y = control), colour = \_\_\_, linetype = 1, linewidth = 0.8)  
  
ggplot(dat\_trend)+  
 geom\_line(aes(x = year, y = treatment), colour= "blue", linetype = 1, linewidth = 0.8)+  
 geom\_line(aes(x = year, y = control), colour = "red", linetype = 1, linewidth = 0.8)
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Um klarzumachen, in welcher Periode wir uns befinden, kann der Zeitpunkt der Einführung des nationalen Mindestlohns markiert werden.

**Aufgabe**: Fügen Sie hierfür das letzte Jahr ein, in dem der Mindestlohn nicht galt.  
*Erinnerung:* Das Jahr gibt das Ende des letzten Geschäftsjahres an.

# ggplot(dat\_trend)+  
# geom\_line(aes(x = year, y = treatment), colour= "blue", linetype = 1, linewidth = 0.8)+  
# geom\_line(aes(x = year, y = control), colour = "red", linetype = 1, linewidth = 0.8)+  
# geom\_vline(xintercept = \_\_\_)  
  
ggplot(dat\_trend)+  
 geom\_line(aes(x = year, y = treatment), colour= "blue", linetype = 1, linewidth = 0.8)+  
 geom\_line(aes(x = year, y = control), colour = "red", linetype = 1, linewidth = 0.8)+  
 geom\_vline(xintercept = 1999)
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Zum Abschluss geben wir dem Graphen einen Titel, sowie eine passende Achsenbeschriftung.

**Aufgabe**: Führen Sie den Code mittels *check* aus.

ggplot(dat\_trend)+  
 geom\_line(aes(x = year, y = treatment), colour= "blue", linetype = 1, linewidth = 0.8)+  
 geom\_line(aes(x = year, y = control), colour = "red", linetype = 1, linewidth = 0.8)+  
 geom\_vline(xintercept = 1999)+  
 xlab("Jahr")+  
 ylab("logarithmierter Durchschnittslohn")+  
 ggtitle("Entwicklung von ln\_avwage in Kontroll- und Treatmentgruppe")
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### Award: Prince(ss) of Arts

Sie haben erfolgreich ein Liniendiagramm mit *ggplot2* entwickelt und bewiesen, dass Sie mit Graphiken umgehen können

Quiz: Erkennen Sie in der Graphik einen parallelen Trend?

* Ja [ ]
* Nein [x]

In unserer Betrachtungsweise ist kein eindeutig paralleler Trend zu erkennen. Ist deshalb die DiD-Schätzung eine falsche Methode, um die Effekte der Mindestlohneinführung zu betrachten?

Aufgrund des kurzen Betrachtungszeitraums des Trends sollte diese Einschätzung auch mit Vorsicht genossen werden: Es wird sich auf Trends bezogen, die sich auf sechs Datenpunkte (1994-1999) stützen.  
Die Betrachtung eines größeren Zeitraums könnte hier eine genauere Betrachtung zulassen.  
Bezüglich der PTA gibt es seitens der Autoren keine weiterführenden Analysen, eine Erwähnung wird innerhalb des Artikels vergeblich gesucht.

Nachdem wir um die Komplexität der allgemeinen Voraussetzungen für eine DiD-Schätzung wissen, können wir uns weiter der Relevanz der Gruppenwahl widmen.  
In der erstellten Graphik haben wir die Treatment- und Kontrollgruppen zunächst als gegeben angenommen, ohne die Entstehung zu hinterfragen.  
Der Frage der Entstehung gehen wir nun nach.

Als Einstieg sehen wir uns dafür die Veränderung der Löhne über die Jahre an.  
Um die Veränderung der Löhne von Geschäftsjahr zu Geschäftsjahr herauszufinden, muss der Datensatz nach Jahren aufgeteilt werden.  
Das gelingt, indem für jedes Jahr ein eigener Datensatz erstellt wird. Dafür muss der bereits eingelesene Datensatz dat\_main zunächst gefiltert werden.

**Aufgabe**: Wählen Sie die passende Variable für das leere Feld und überprüfen Sie Ihre Eingabe durch “check”.

# pcw95 = dat\_main %>%  
# filter(\_\_\_ == 1995) %>%  
# filter(avwage >= 3)  
  
#  
pcw95 = dat\_main %>%  
 filter(year == 1995)%>%  
 filter(avwage >= 3)

## Error: Objekt 'dat\_main' nicht gefunden

Nun befinden sich in *pcw95* alle Daten aus *dat\_main*, die aus dem Jahr 1995 stammen.  
Neben der Unterscheidung in den Jahren sollen zudem die Unterschiede der Ausgangslöhne herausgestelltt werden.  
Dazu werden die Löhne in Perzentile aufgeteilt.

**Aufgabe**: Erstellen Sie einen Vektor *percent95*, der die logarithmierten Durchschnittslöhne in 100 Perzentile aufteilt. Nutzen Sie dafür die Funktion *quantile(dat,seq())*. Setzen Sie den fehlenden Wert in *seq()* ein, um einen Vektor der Länge 100 zu erhalten.

# percent95 = quantile(pcw95$ln\_avwage, seq(0, 1, \_\_\_))  
  
percent95 = quantile(pcw95$ln\_avwage, seq(0, 1, 0.01))

## Error: Objekt 'pcw95' nicht gefunden

Diese Aufteilung muss nun für jedes Jahr des Datensatzes wiederholt werden.

**Aufgabe**: Führen sie dafür den Chunk durch *check* aus.

pcw96 = dat\_main %>%  
 filter(year == 1996)%>%  
 filter(avwage >= 3)

## Error: Objekt 'dat\_main' nicht gefunden

percent96 = quantile(pcw96$ln\_avwage, seq(0, 1, 0.01))

## Error: Objekt 'pcw96' nicht gefunden

pcw97 = dat\_main %>%  
 filter(year == 1997)%>%  
 filter(avwage >= 3)

## Error: Objekt 'dat\_main' nicht gefunden

percent97 = quantile(pcw97$ln\_avwage, seq(0, 1, 0.01))

## Error: Objekt 'pcw97' nicht gefunden

pcw98 = dat\_main %>%  
 filter(year == 1998)%>%  
 filter(avwage >= 3)

## Error: Objekt 'dat\_main' nicht gefunden

percent98 = quantile(pcw98$ln\_avwage, seq(0, 1, 0.01))

## Error: Objekt 'pcw98' nicht gefunden

pcw99 = dat\_main %>%  
 filter(year == 1999)%>%  
 filter(avwage >= 3)

## Error: Objekt 'dat\_main' nicht gefunden

percent99 = quantile(pcw99$ln\_avwage, seq(0, 1, 0.01))

## Error: Objekt 'pcw99' nicht gefunden

pcw00 = dat\_main %>%  
 filter(year == 2000)%>%  
 filter(avwage >= 3)

## Error: Objekt 'dat\_main' nicht gefunden

percent00 = quantile(pcw00$ln\_avwage, seq(0, 1, 0.01))

## Error: Objekt 'pcw00' nicht gefunden

pcw01 = dat\_main %>%  
 filter(year == 2001)%>%  
 filter(avwage >= 3)

## Error: Objekt 'dat\_main' nicht gefunden

percent01 = quantile(pcw01$ln\_avwage, seq(0, 1, 0.01))

## Error: Objekt 'pcw01' nicht gefunden

pcw02 = dat\_main %>%  
 filter(year == 2002)%>%  
 filter(avwage >= 3)

## Error: Objekt 'dat\_main' nicht gefunden

percent02 = quantile(pcw02$ln\_avwage, seq(0, 1, 0.01))

## Error: Objekt 'pcw02' nicht gefunden

Nun können die Unterschiede in jedem einzelnen Perzentil von Jahr zu Jahr ermittelt werden. Die Differenzen sollen in einem Datensatz gespeichert werden.  
Dafür wird zunächst ein Datensatz erstellt, der sich nach den Werten der Perzentile aus dem ersten Beobachtungsjahr 1995 richtet.

**Aufgabe**: Erstellen Sie einen Datensatz diffperc mittels der Funktion data.frame. Dieser soll zunächst die Werte aus percent95 enthalten, welche durch sort() geordnet sind.

diffperc = data.frame(sort(percent95))

## Error: Objekt 'percent95' nicht gefunden

Der Datensatz diffperc kann jetzt um die Differenzen innerhalb der Perzentile erweitert werden.

**Aufgabe**: Führen Sie den Code mit “check” aus.

diffperc = diffperc %>%  
 mutate("percentile" = c(0:100),  
 "diff96" = percent96-percent95,  
 "diff97" = percent97-percent96,  
 "diff98" = percent98-percent97,  
 "diff99" = percent99-percent98,  
 "diff00" = percent00-percent99,  
 "diff01" = percent01-percent00,  
 "diff02" = percent02-percent01)

## Error: Objekt 'diffperc' nicht gefunden

Für die Betrachtungsweise der Auswirkungen durch die Einführung des Mindestlohns sind zwei Differenzen von besonderer Bedeutung.  
Daher sollen die Änderung des Lohns im Jahr **vor** der Einführung (*diff99*) mit der Änderung im Jahr **nach** der Einführung (*diff00*) in einem Liniendiagramm gegenübergestellt werden.

diffperc = filter(diffperc, percentile < 76 & percentile > 0)

## Error: Objekt 'diffperc' nicht gefunden

ggplot(diffperc)+  
 geom\_line(aes(x = percentile, y = diff99), colour = "blue", linetype = 2, linewidth = 0.8)+  
 geom\_line(aes(x = percentile, y = diff00), colour = "red", linewidth = 0.8)+  
 geom\_vline(xintercept = 13)+  
 geom\_vline(xintercept = 50)+  
 xlab("Perzentile der Ausgangsdurchschnittslöhne")+  
 ylab("Änderung des logarithmierten Durchschnittslohns")

## Error: Objekt 'diffperc' nicht gefunden

## Es wir deutlich, dass vorallem in den unteren 13 Perzentilen von der Mindestlohneinführung profitiert wird und die Unterschiede in der Lohnerhöhung am Größten sind.

Die graphische Veranschaulichung möchten wir auch technisch nachvollziehen.  
Erinnern wir uns hierfür zunächst an den theoretischen Zusammenhang von Gewinnmargen und Lohnerhöhungen:

Quiz: Wann kann ein negativer Einfluss auf die Gewinnmarge entstehen?

* Wenn der Mindestlohn höher als der bisherige Lohn ist, also [x]
* Wenn der Mindestlohn niedrier als der bisherige Lohn ist, also [ ]

Im Mittelpunkt der Mindestlohneinführung steht der Wert von 3.60 Pfund pro Stunde.  
Wir sollten also in unsere Treatmentgruppe jene Mitarbeiter einschließen, die vor der Mindestlohneinführung einen Lohn unter 3.60£ erhielten.  
Da unser Datensatz allerdings keine Daten zu jedem Arbeitnehmer enthält, müssen wir uns der Wahl der Treatmentgruppe nähern.  
Die Variable, die den Lohn innerhalb eines Unternehmens am Besten widerspiegelt ist hierbei *avwage*, worüber sich auch im Artikel genähert wird.

Dabei werden alle Unternehmen mit einem durchschnittlichen Lohn kleiner gleich **12,000£** in die Treatmentgruppe einsortiert.  
Um zu verstehen, warum sich für diesen Wert als Obergrenze entschieden wird ist es hilfreich, den Wert in Zusammenhang mit dem Stundenlohn zu bringen.

Dazu soll zunächst der durchschnittliche Lohn aller Unternehmen aus der Treatmentgruppe in der Pre-Policy Periode im Jahr **1999** ermittelt werden.

**Aufgabe**: Setzen Sie die passenden Werte in die Lücken ein. (Hinweis: *avwage* wird im Datensatz in 1000 Pfund angegeben)

# mean\_treat = dat %>%  
# filter(avwage <= \_\_\_) %>%  
# filter(year == \_\_\_) %>%  
# summarise(round(mean(avwage)\*1000,2))  
# mean\_treat  
  
mean\_treat = dat %>%  
 filter(avwage <= 12) %>%  
 filter(year == 1999) %>%  
 summarise(round(mean(avwage)\*1000,2))  
mean\_treat

## round.mean.avwage....1000..2.  
## 1 7998.04

Dieser Wert gibt den durchschnittlichen Jahreslohn der Treatmentgruppe wieder.  
Um nun auf den Stundenlohn zu kommen, müssen wir ermitteln, in welchem Bereich sich die Jahresarbeitszeit im Geschäftsjahr mit dem Ende in 1999 befindet.

Daten aus dem [OECD Employment Outlook 2002](https://doi.org/10.1787/empl_outlook-2002-en) zeigen, dass die durchschnittliche Jahresarbeitszeit 1998 bei **1731 Stunden** und 1999 bei **1719 Stunden** liegt.  
Dabei werden alle Beschäftigten gleichermaßen berücksichtigt, unabhängig von der Art der Anstellung.

Daraus können wir folgende Jahresarbeitszeit abschätzen, wobei wir approximiert die Daten aus den Jahren 1998 und 1999 verwenden:

**Aufgabe**: Summieren Sie anteilsmäßig 3/4 der durchschnittlichen Arbeitszeit aus dem Jahr **1998** und 1/4 aus dem Jahr **1999** und speichern den Wert in der entsprechenden Variablen.

# annual\_hours = 0.75\*\_\_\_ + 0.25\*\_\_\_  
  
annual\_hours = 0.75\*1731 + 0.25\*1719

Nun haben wir den genäherten Wert, wollen ihn allerdings auf eine Vollzeitbeschäftigung anwenden.

**Aufgabe:**Ermitteln Sie den Anteil an Teilzeitarbeitern (*ptwk*) in unserem Datensatz *dat*.  
(Hinweis: Da es immer sein kann, dass Daten nicht vollständig sind, fügen wir *na.rm = TRUE* hinzu, um fehlende Einträge bei der Berechnung zu ignorieren.)

# ptwk\_share = mean(\_\_\_, na.rm = TRUE)  
# ptwk\_share  
  
ptwk\_share = mean(dat$ptwk, na.rm = TRUE)  
ptwk\_share

## [1] 0.1643418

Der Anteil an Teilzeitarbeitern beträgt in unserem Datensatz ca. 16.4%.  
Um eine imaginäre Vollzeitbeschäftigung darzustellen, verdoppeln wir jene Jahresarbeitszeiten der Teilzeitarbeiter und fügen diese der bereits errechneten durchschnittlichen Jahresarbeitszeit hinzu.

**Aufgabe:** Lassen Sie sich die approximierte durchschnittliche Jahresarbeitszeit mittels *check* ausgeben.

annual\_hours = annual\_hours + ptwk\_share \* annual\_hours  
  
annual\_hours

## [1] 2011.983

Nun können wir den durchschnittlichen Stundenlohn innerhalb der Treatmentgruppe darstellen.

**Aufgabe:** Berechnen Sie den durchschnittlichen Stundenlohn der Treatmentgruppe.

# treat\_wage\_hour = mean\_treat / \_\_\_  
# treat\_wage\_hour  
  
treat\_wage\_hour = mean\_treat / annual\_hours  
treat\_wage\_hour

## round.mean.avwage....1000..2.  
## 1 3.9752

Mit dieser Näherung kommt man in die Nähe des Mindestlohns. Dennoch ist dies auch mit Vorsicht zu genießen.  
Da die Wahl der Treatmentgruppe auf Durchschnittslöhne eines gesamten Unternehmens beruht, können große Ausreißer das Ergebnis beeinflussen.  
Unsere Näherung beruht auf mehreren Annahmen, die nicht vollumfänglich belegt werden können.  
Nicht alle vom Mindestlohn profitierenden Arbeitnehmer werden in der Treatmentgruppe abgebildet.  
Dennoch kommen die Autoren zu dem Schluss, dass mit 87% jener Arbeitnehmer Teil der Treatmentgruppe sind.  
*(vgl. Draca et al., S. 137f.)*

Nun haben wir im ersten Schritt die Gruppen und Perioden definiert. Als nächstes werden wir die Daten aktiv den jeweiligen Gruppen zuordnen und zusammenfassen.

## Exercise 3.2 händische DiD-Berechnung

Mit einem Blick auf den Datensatz erkennt man, dass für die unterschiedlichen Gruppen bereits Dummy-Variablen erstellt worden sind.

**Aufgabe**: Laden Sie erneut den bereits bekannten Datensatz mittels *check*.

dat = read\_dta('main\_fame.dta')

Erstellen Sie auf Basis des Datensatzes *dat* eine Tabelle, die alle relevanten Daten für eine händische Berechnung enthält.

**Aufgabe:** Führen Sie den folgenden Code aus, indem Sie den Datensatz nach den für die DiD-Schätzung relevanten Variablen gruppieren.

# dat\_table\_DiD = dat %>%  
# \_\_\_(ctreat1, NMW)%>%  
# filter(pp == 1) %>%  
# summarise(mean\_avwage = mean(avwage), mean\_ln\_avwage = mean(ln\_avwage), mean\_net\_pcm = mean(net\_pcm))  
  
dat\_table\_DiD = dat %>%  
 group\_by(ctreat1, NMW)%>%  
 filter(pp == 1) %>%  
 summarise(mean\_avwage = mean(avwage), mean\_ln\_avwage = mean(ln\_avwage), mean\_net\_pcm = mean(net\_pcm))

## `summarise()` has grouped output by 'ctreat1'. You can override using the  
## `.groups` argument.

Quiz: Wieso wird der Mittelwert verwendet und nicht nur die beiden Jahre vor und nach der Mindestlohneinführung?

* Durch die Betrachtung können kurzfristige Schwankungen und zufällige Effekte abgefedert werden. [x]
* Um einen deutlicheren Unterschied zwischen den beiden Perioden zu erhalten. [ ]

Wenn Sie sich den obigen Code nochmals ansehen, können Sie eine noch nicht eingeführte Variable erkennen.  
Der Datensatz wird hier anhand der Variablen “pp” gefiltert.

Quiz: Wieso und nach welchem Kriterium könnte hier gefiltert werden?

* Es gibt starke Unterschiede in der Berichterstattung zwischen den Ländern im UK. Daher fokussieren wir uns auf England. [ ]
* Aufgrund einer höheren Teilzeitquote bei Frauen, filtern wir hier nach Geschlecht und legen den Fokus auf die Männer. [ ]
* Da kleinere Firmen von manchen Teilen der Berichterstattung befreit sind, sind ihre Daten unvollständig. Daher werden sie nicht weiter berücksichtigt. [x]

Im Vereinigten Königreich sind kleinere Unternehmen von der Veröffentlichung bestimmter Daten befreit.  
Um eine vollumfängliche Analyse zu gewährleisten, entscheiden sich die Autoren daher ein Unterbeispiel zu erstellen, in denen Daten vollständig erfasst werden *(vgl. Draca et al., S. 135, Verw. 13)*.  
Das schränkt allerdings auch die Bewertung ein, lenkt den Blick weg von kleineren Unternehmen und muss bei der Betrachtung der Ergebnisse bedacht werden.  
Wie die Autoren die Auswahl des Unterbeispiels treffen wird nicht leider vollumfänglich bekannt und auch eigene Überlegungen lassen nur Mutmaßungen zu (vgl. Anhang 1).

Nachdem die relevanten Daten des DiD zusammengefasst in der Tabelle *dat\_table\_DiD* vorhanden sind, können die Differenzen nun händisch berechnet werden.

Die Formel hierfür lautet

*(vgl. Draca et al., S. 133)*

Der erste Teil beschreibt die Veränderung in der Treatmentgruppe durch das Treatment der Mindestlohneinführung. Um andere Einflussfaktoren wie saisonale Effekte herauszurechnen, wird im zweiten Teil die Veränderung in der Kontrollgruppe berechnet, welche im Idealfall nicht vom Treatment betroffen ist.

Werfen Sie zunächst einen Blick auf die erzeugte Tabelle und überlegen Sie, welcher Gruppe die jeweiligen Werte angehören.

**Aufgabe:**Lassen Sie sich die oben erstellte Tabelle *dat\_table\_DiD* anzeigen und überprüfen Sie Ihre Eingabe mittels *check*.

dat\_table\_DiD

## ctreat1 NMW mean\_avwage mean\_ln\_avwage mean\_net\_pcm  
## 1 0 0 16.30307 2.77520 0.06990  
## 2 0 1 18.45086 2.89313 0.05803  
## 3 1 0 9.02691 2.14930 0.12793  
## 4 1 1 11.99248 2.37813 0.08866

Quiz: Welche Spalte beschreibt die Kontroll- bzw. Treatmentgruppe?

* ctreat1 [x]
* NMW [ ]

Quiz: Von welcher Gruppe ist die Rede, wenn NMW = 1 ?

* Pre-Treatment [ ]
* Post-Treatment [x]

**Aufgabe**: Weisen Sie den für die DiD Schätzung relevanten Variablen die passenden Tabelleneinträge aus *dat\_table\_DiD* zu.

# y1.post.treat = dat\_table\_DiD$mean\_ln\_avwage[\_\_\_]  
# y1.post.control = dat\_table\_DiD$mean\_ln\_avwage[\_\_\_]  
# y1.pre.treat = dat\_table\_DiD$mean\_ln\_avwage[\_\_\_]  
# y1.pre.control = dat\_table\_DiD$mean\_ln\_avwage[\_\_\_]  
#   
  
y1.post.treat = dat\_table\_DiD$mean\_ln\_avwage[4]  
y1.post.control = dat\_table\_DiD$mean\_ln\_avwage[2]  
y1.pre.treat = dat\_table\_DiD$mean\_ln\_avwage[3]  
y1.pre.control = dat\_table\_DiD$mean\_ln\_avwage[1]

Neben des logarithmierten Durchschnittslohns wird auch der DiD-Schätzer der Nettorendite eines Unternehmens je Geschäftsjahr (*net\_pcm*) berechnet.  
Das geschieht analog zur obigen Schätzung.

**Aufgabe**: Werfen Sie erneut einen Blick auf die erstellte Tabelle und geben Sie nun die Zeilen ein, in denen der passende Wert steht.

# y2.post.treat = dat\_table\_DiD$mean\_net\_pcm[\_\_\_]  
# y2.post.control = dat\_table\_DiD$mean\_net\_pcm[\_\_\_]  
# y2.pre.treat = dat\_table\_DiD$mean\_net\_pcm[\_\_\_]  
# y2.pre.control = dat\_table\_DiD$mean\_net\_pcm[\_\_\_]  
  
y2.post.treat = dat\_table\_DiD$mean\_net\_pcm[4]  
y2.post.control = dat\_table\_DiD$mean\_net\_pcm[2]  
y2.pre.treat = dat\_table\_DiD$mean\_net\_pcm[3]  
y2.pre.control = dat\_table\_DiD$mean\_net\_pcm[1]

Die Werte sind nun gespeichert und die DiDs können berechnet werden.

**Aufgabe**: Fügen Sie dem Code das Anzeigen der Ergebnisse hinzu und führen Sie den Code mittels “Check” aus.

# DiD\_ln\_avwage = (y1.post.treat - y1.pre.treat) - (y1.post.control - y1.pre.control)  
# DiD\_net\_pcm = (y2.post.treat - y2.pre.treat) - (y2.post.control - y2.pre.control)  
#   
# #Ergebnisse anzeigen  
#   
  
DiD\_ln\_avwage = (y1.post.treat - y1.post.control) - (y1.pre.treat - y1.pre.control)  
DiD\_net\_pcm = (y2.post.treat - y2.post.control) - (y2.pre.treat - y2.pre.control)  
   
#Ergebnisse anzeigen  
DiD\_ln\_avwage

## [1] 0.1109065

DiD\_net\_pcm

## [1] -0.02739991

### Award: DiD Starter-Set

Sie haben erfolgreich eine erste Difference-in-Differences Schätzung durchgeführt und können die unterschiedlichen Gruppen in richtiger Relation zueinander betrachten.

Durch die Einführung des Mindestlohns können wir sagen, dass dadurch in den beobachteten Unternehmen der Durchschnittslohn gestiegen ist.  
Zugleich ist zu erkennen, dass in jenen Unternehmen der Nettogewinn zurück gegangen ist.

Um diese Veränderung genauer bewerten zu können und tiefergehende Analysen zu ermöglichen, machen wir uns die Methode der Regression zu eigen.

## Exercise 3.3 DiD-Schätzung mittels Regression

**DAG**

Zu Beginn widmen wir uns der Veränderung im Durchschnittslohn durch die Einführung des Mindestlohns. Um uns einen ersten Überblick über die Zusammenhänge der Variablen in unserer DiD-Schätzung zu verschaffen, sind die Directed Acyclic Graphs (DAGs) von Vorteil.

### Info: DAG

In einem DAG werden unterschiedliche Variablen durch Pfade in Form von Pfeildarstellungen in Relation zueinander gesetzt.  
Eine solchen Darstellung kann die Aufstellung von Regressionen veraunschaulichen und nachvollziehbar machen.  
Interessant dabei sind die sogenannten Confounder, die sowohl die abhängige, als auch eine beschreibende Variable beeinflussen.  
(vgl. International Journal of Epidemiology, 2021, Vol. 50, No. 2, S. 622) (<https://academic.oup.com/ije/article/50/2/620/6012812>)

Erklärungen, wie ein DAG in R zustande kommt:  
<https://cran.r-project.org/web/packages/ggdag/vignettes/intro-to-dags.html>  
<https://r-causal.github.io/ggdag/>

**Aufgabe**: Führen Sie hierfür den Code mittels *check* aus und sehen Sie sich den Graphen an.

dag <- dagify(  
 ln\_avwage ~ ctreat1 + treat1\_NMW + NMW,   
 treat1\_NMW ~ ctreat1 + NMW,  
 labels = c(ctreat1 = "ctreat1", treat1\_NMW = "treat1\_NMW", NMW = "NMW", ln\_avwage = "ln\_avwage")  
)  
  
ggdag(dag, node\_size = 6, text = FALSE, edge\_type = "link", use\_labels = "label")+  
 theme\_dag\_blank()

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAjVBMVEUAAAAAADoAAGYAOpAAZmYAZrY6AAA6ADo6AGY6OgA6Ojo6OpA6kNtmAABmADpmAGZmOpBmZmZmkJBmtrZmtttmtv+QOgCQOjqQOmaQZgCQkDqQkGaQtpCQ27aQ2/+2ZgC2Zjq22/+2///bkDrbtmbb/7bb/9vb////tmb/25D/27b/29v//7b//9v///9VPGcHAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAQN0lEQVR4nO2dbWPjtBKF3eam28smZRdI4LJsAzEQBxL9/593JVm207TZWrZezozm+bBu/SKdmWONZCeFSgmsqXILEOIiBjNHDGaOGMwcMZg5YjBzxGDmiMHMEYOZIwYzRwxmjhjMHDGYOWIwc8Rg5ojBzBGDmSMGM0cMZo4YzBwxmDliMHPEYOaIwcwRg5kjBjNHDGaOGMyc8gyuNLk1JKSkWFXrbktuJakoJlBLVRXncClxWqqqPIcLCdNSVQU6XEaULWIwc8Rg3lz7W4bDRQTZIgYzRwxmjhjMnRL9FYO5U0aULWIwdwr0tyyD5cMG9hTnb2kGK/nAH5vXz7KByB1YNGhFFs8IWnnwgFZgEdXSSsR4aMUlBntDKy4x2BtacYnB3tCKSwz2hlZcVu0/f9w42h44PT0Pu07rpdk09/vjw/3e7lgcdouD/qmuzKHzdnnRNENoxWXUHj88v33QHdjdvTC42ihnsN1/fFgcGmP1efvZ+Hxar4amOUIrrvcN1o6+NPiHjwdn8GdjZa1tPT5szED/aoZ6051NKxHjoRVXZYZgVa2Oj79W9/vztqrMYDS79D5zQDXLFzfAab3ZrZzBP346qPPPXxaH89bsWvxtNrUt123TLF9o0QqpG8HHh6WbPrVB2kS91Ra2zl4bfHzctwb/9MteHT/+qR01rmrfa339bjU0zfKtJa1wBoM3dlhaB/89tHtvGKzqVWvwpt6oZtVocxsz+jdKW29vjr5phv5SNdiYWLcDzpRbvbm7abBeVrcGN0u12xiD9R4zrt3wHppm6C9pg930eVrfPX9rBOtS3Bp8+vTX93tjsC7Mpjx3m75pGcG5eWFwtwC2ljW3R7BZWVmD1e9flu3Z9dLOvW7TN20/raKVkXehFY5RazyzJp63Zjq9ezZGm6dcN5++NliX8Nbg2iyzjcHH7+xJbtM3ffEPG2hFY9XuKvcoZB6TzCje6c1X7eTOvpt6w2C1aw02h5r29YYt7/YWuWza/UgrKd+GViyp3kXTyso3oRVKsg8baKXlW9CKZGzxtO+2qurFW8t3Wn7nd7IQCyTal+5e5YFYYm7CJQ7lEcq4E5kstXhEYRgfydgzWeSGRRDKb7wFHurYcIhBeYbhMdbpp4d+BAa/KGIMdljoR+A/znxOJ58f8gFMCMGvnhPPEHH5akoEEQc8HrTVq0kjzPcK0jkiLV5N0x+3poNBWbuaKD/+mAeCsPTJC6AJV9FdapEVrqZrTzTsMaCqW82QnmzcI0BU9qyiOfFKmmWapGg1T3fioZ8XiprVTNnJx35OCEqeXSxnXE2vTJMTrOZrzjT880BNrwogOdv4zwExuUGK5MwWaJVpUmJVGL2ZS0BaKGlVgeRmrwEpISQ1WHEUg0EJpTVAO3TSRkdpOKlB5nEqiaOiM2RGUQp9EojIDKozUFs0UkdDZViZweZyCsmjoDF0JtGKfVQISAyuMWB7+OnDVxheYtD5HD2B6PpiZBC14EcBXF4UfYHbxE4htro48oDn9PBgi4ujDnpSD02J2iLM6rhpxFUWTxqBeT0cuMLiKSMxsYeiRF2RZnbMVGKqiiuLztweAEhRkVWRmtzngqgptihis/s8ACVF1xSxfbx0AiqKLoneAm4GJQoiuYKbSol6iC7hpoElJ82zZOw1HFROSxRDepL3pUQt8fsByiqOlHSVLcU6DiavJQrhMNGPpkQdafoCySyGjLQVLdVaDiK3JYrgNNm/S4ka0vUHkN38EtJXspTruez5LVEAxwlf+s/WZ+YM5+0+TwXjuqbD6z1T53wXdWCd5+qb86oOqO98C8z0HWd0uKAs5+w64zgqrN9cfWerV3n6zfv8nynmLL3m6bbMR8Ny7qsSX67YfstIdsmvZ0tY3mW3t7AFfFFvdRxFreATv3hH8LesV4dFfXTmKOoDFn5fdnuf3Dq4Dqrcee3JLoTnqMqe1p78ShKW6aK+YehAkMIt7xjLZweEFj5/iJWul7FgqEl0zxf1dzoOEDlsDIYqzwYUPUwGF0o6B2AUpRASvQ+YbA7gSEpRPyM3j5PMASBNtP+bUVCpvABKVWwxUduHyuQAlqzYNTRi01iJHADTFTdP/o1XU4igfDpYalRcQd5tTxMDlVMoMZaYdTT6BTOuigSUmJZ4NU4MBiGWKDEYhUiqxGAY4pTpeQb/88eNs9oDp6fnqd3EBErMJTeFzXhemWXw8cPz2ye5A7s7MdiLG8p8BF+fG9Hg07oSgz15U5qX3usxPM3g87aqlur4UFWr4+Ov1f3e7LjfK7tL7zMHVLMcbgConEKJueItbX56Qxh83i71+NzYgXp8WLY7VL04mJ2qvt87Z8Vgf95YaqU3uDOuNVh72pjRq93999DuFYNnMHOdFMJg66dyBhsT63YFt9KH9OZODJ7FvHVSHIMXB7vjtL57lhE8m7c8Oq2XZqNTf3yw6T+tF4edzXtdmUN2mrxxsW/nL0q0+blxy+XGdNjICJ5L9fo3/Uyi58LWYJvt48PiYEfaefvZpP20Xr1x7fRF1uVCS/+iu9DGGqNN/3axJQZPp3r1y2n9w8eDM/izsbLWttoF0Onp69PFIAv4mKTUrnKPQmaH6WCnN1+1uzt7WAyezOVi2hm82a2cwT9+Oqjzz18Wh/PW7Fr8bTbdNBnEYH+9k66KBJSYm1Qvf9IGHx/3rcE//bJXx49/akeNq9r3Wg+n3er6urd+9ek3/lWRgBIzgs5gVa9agzf1RjUrs+BpzDsmPU8+7t2sKAYrMDEj6A0+PT23BjdLtdsYg/UeM67d8B7OvrrYuzfvi6ByCiVmBL3BuhS3Bp8+/fX93j6y7Fa1XQy1m/7sq4u9epMv3aVmMFivrKzB6vcvy/aZtF7auddt+rOvLh7fFaZjfpDTPhismqo1uDYf5hiDj9/ZJxW36c++unh0T6hj0gty0i8MVrvWYPMA2rSvN+zTkX0RcXH21cVjO8Ktuj6QU57qXTT0vOoBOeFisB/khHulesY3OsTgXHjk+tWpPpcycZii7ukPpGIwIaakXgymw6Tci8FkmJZ8WWRRYWL6xWAqiMFjISo8vsHyqjInU5dA8mEDEZIYLB8X5iONwa4j32uwoCk/mcH0IRpygkUWE4iGLAaPhWjIYvBYqIY8yV+y0c6AbMiTnlLJRjsduiFPeUqlG+1kSIfs/ZRKOtpplBVyWdFaygq5rGgtZYUcLloyeSMjNAgBo6WSOCo6wxAyWiKZIyIzEEGjpfE5EwmRwQgcLYXkUdAYjtDREsgeAYkBCR4tfpmGFxiUCNGiJxBdX0solTGiBc8guLyWYCKjRItdpqHFtQRMYKRokZOIrK2FwssJ4CwCS2sJ+24iZGNJGp4NrjJL4PktXrSweYQVZiH0YgI1kai6LOHfS4RuMFHbMwCVZYjw+BE1WsxUYqoy0HspAflAjKjJEuedRIxGE7Y/AUBJlji6okeLl048RRayr5zgyjSanhbKb5zAMgomxxJvFCSJFiulWGos5N9GQJVpJC0tHF5GAGUVSIol7t2fLFqctOIosUSWky5amLzCCLEwehGBklgUHYb4i5OU0YIstTBUWBJISRstRG4hRFgYvoRASC6CBkOagpY6WoAynV+BJZGM9NFmz292ARbGLyByJzh3/4Z0hSxHtJnLNIDB7B9Os+Y4v8FJn00T9pW/2+x92/6TCsgVbcYsZza4lAfTfGkuawVQYJ6zTg/JOy+wVJYVcoGrnbKKVt4Hliy9lzU3lLWkzNZnvn6zPxQW0WV53V4IKGNdme31bHaDy3gyLGthdw3/dztlPZm9hvn3hrJ+egZhcFoVJUwJKL33pLzJ+c8IQN0PMP0GfvbvoOXuf4Dll1jypze/gp5UNzvf2QBUwkCiv2VN0osCKM8GBA0DrL4KjpFaDBU9KW56fjPBtwCRMRBfUJoygZJYFB0DLP6gEietOEp6Yt/8fGaBMQBJGYgrKn6JQEoqkpaBqKpih4yVUiw1HZQNBssomJyOmLLi3j1oCUXT0xExUWRvnkngKeqIpixiyIDZBJTUEUtaxNoAmE1AST2R8kWxNEwHUlRPFHX0KsMcMFX1xJAXqS6AZhJUVg+V/9EMbB5hhfUEV0inKoQAV1lPaIkRagJwFoGl9QTWSKIkBANaXEdYkfgVISTY6jqC1sDAtwt4BsHl9QTUGTRk+PzBC+wIJxS3GsQAX2FHsFoY8FYhkD0CEnsCaQ0WMonckRDZEUYsXiWICQ2VHUFqYqDbhEjmiMjsCaA3SMhk8kZGaMd8wThVIAV0lHbMVhzgFiGUNUJSO+ZKBrhDEkJKrGPmAMp+gySFllpHToMplWcDMbmOWarzXZwDcoJb5oyjOSHTSxc9xY7pwufcG/TSRU9xx2TlWW6NbFDU7Jg6nDLcGRkhKbpjmvip9wXNVNFU3TFJfdLbIjtUdTumDKuEdwUAZIV3+Acw5Z6gmya6yju8I0hyS8BAWbvDN4QEdwQQpMU7PGPwPZ12imird4z3oHJ4tD1FEBDU9Ts8HY7QMCrkA3CMjcPPYOLl2UA/AsdYL7z8nSoGCA4xOMY7HLZBbFgE4RgXy/ihPkMKDjyicIzzZOR9MEsJDlzicJT1d0djYBOIo6y/SxkBn0gcZf3dwvtwiqUF429bYGAVTEtbX6d/MYdXSnhF02JimmRTpfglhFs8lsrrfdVwmb6GXT7YBWTx/ERh1lXgsAvI4PuR0cVVMeRkhV9EUz70vbgsiqKMsAvI4e/VxNsCHW7xTIehuQaOMQkXiMHMEYOZIwYzRwxmjhjMHDGYOWIwc4ozmOn7jJsUFWz/OrIgj8uJVF36W47DxQSqXvpbjMOlxKmu/S3F4ULCNIjBzBGDeXPtbyEOlxGlQQxmjhjMHDEYjteWzEAWWXCE/Z8GV2IwGmGlicFwhDZYXlWCEdxg+bABi/AGy8eFUEQwWMkH/kAYaccPzwFbKxHguMXgEADHLQaHADhuZ/Dxw28PVbUZ9h/1r9XqvF3pn+u7/+pNYw7vlu6IUqd1dffb416dt1V1vx9aKxHguDuDHxYHVXc+Gfe0m/r3Wu/WLpvN7ruV/nHTHTmtV/qs+/15u9S/6+NdayUCHHdv8OZFqf734PbrXWbzuD///GVx0NvuSGPuBm203VrXFXSgUQGOuy/Rz1dzcaML8d2zqdF6eOqRe/z41/d2QLsj9kdteN0+8q761koEOO4bBp/Wd3boqmbxt5mHd8tmed7+tF31R3qDXXXuWysR4LhvGNzYoaqtPD2ZhZT+/X8bVf/n6bk/Ykuz/sec9KK1EgGO+5bBZpg+GO92lV5EteO2qbS53ZFhkeV2dq2VCHDct+bgnZ5nv5qlU9M+PO20jcbT4Yh5TPpy3z4mdaMYONCoAMc9T1pzOQHPbo0uwHFPlmaqsn0GDtIacYDjfinNvqWqhpL7Lczz0ZW/yIFGBTju0N/JKhPkuD2+M/kuuWPJRrmRF4IYzBwxmDliMHPEYOaIwcwRg5kjBjNHDGaOGMwcMZg5YjBzxGDmiMHMEYOZIwYzRwxmjhjMnP8DbEUQ1sipP60AAAAASUVORK5CYII=)

Hier sieht man wie die Variablen, mit denen wir bisher gearbeitet haben, zusammenhängen.

Quiz: Wählen Sie den/die Confounder aus unserem DAG aus?

* ln\_avwage [ ]
* treat1\_NMW & ln\_avwage [ ]
* NMW & ctreat1 [x]
* NMW & treat1\_NMW & ctreat1 [ ]

Wir können aus dem DAG eine Regressionsgleichung der Form ableiten.

Dabei kann jedem Schätzer eine beschreibende Eigenschaft zugewiesen werden.

| . Schätzer . | . Erklärende Variable . | . Eigenschaft . | . Confounder? . |
| --- | --- | --- | --- |
|  |  | Generelle Unterschiede vor dem Treatment | Ja |
|  |  | DiD-Schätzer | Nein |
|  |  | Saisonale Effekte | Ja |

**Aufgabe:** Aus dieser Darstellung soll nun eine quantitative Analyse ermöglicht werden. Lesen Sie dafür einen Auszug des bekannten Datensatzes *main\_fame* ein, indem Sie den Code mit *check* ausführen.

dat\_raw = read\_dta('main\_fame.dta')  
dat = filter(dat\_raw, pp == 1)

Zu Beginn unserer Analyse wollen wir mehrere Regressionen auf Basis der oben im DAG dargestellten Variablen laufen lassen.  
Dazu sollen die einzelnen Variablen, die *ln\_avwage* beeinflussen, beobachtet werden.

### Info: stargazer

Die Stargazer Funktion ermöglicht uns einen schön formatierten Output mit der Möglichkeit, mehrere Regressionen parallel darzustellen.

(<https://www.rdocumentation.org/packages/stargazer/versions/5.2.3/topics/stargazer>)

**Aufgabe**: Führen Sie die Regression mit unserem DiD-Schätzer aus und stellen Sie das Ergebnis mittels der stargazer-Funktion dar.

# regi = lm(ln\_avwage ~ treat1\_NMW, data = dat)  
#   
# stargazer(\_\_\_, type = "text")  
  
regi = lm(ln\_avwage ~ treat1\_NMW, data = dat)  
  
stargazer(regi, type = "text")

##   
## ===============================================  
## Dependent variable:   
## ---------------------------  
## ln\_avwage   
## -----------------------------------------------  
## treat1\_NMW -0.365\*\*\*   
## (0.016)   
##   
## Constant 2.743\*\*\*   
## (0.006)   
##   
## -----------------------------------------------  
## Observations 4,112   
## R2 0.110   
## Adjusted R2 0.109   
## Residual Std. Error 0.338 (df = 4110)   
## F Statistic 505.677\*\*\* (df = 1; 4110)   
## ===============================================  
## Note: \*p<0.1; \*\*p<0.05; \*\*\*p<0.01

Quiz: Wieso ist der Einfluss der Treatmentvariablen im Gegensatz zur händischen Berechnung negativ?

* Die Regression ist genauer als die händische Berechnung. [ ]
* Die Regression ist unvollständig. [x]

Wir müssen in unserer Regression also sowohl die Interaktionsvariable als auch die dazugehörigen Confounder berücksichtigen.

Daraus folgt dann folgende Regressionsgleichung:

*Aufgabe*: Berechnen Sie auf Basis dieser Gleichung die Einflüsse der Variablen und das damit zusammenhängende DiD-Ergebnis. Stellen Sie das Ergebnis wieder in *stargazer* dar.

# reg1 = lm(ln\_avwage ~ \_\_\_ + \_\_\_ + \_\_\_, data = dat)  
# stargazer(reg1, type = "text")  
  
  
reg1 = lm(ln\_avwage ~ ctreat1 + treat1\_NMW + NMW, data = dat)  
stargazer(reg1, type = "text")

##   
## ===============================================  
## Dependent variable:   
## ---------------------------  
## ln\_avwage   
## -----------------------------------------------  
## ctreat1 -0.626\*\*\*   
## (0.013)   
##   
## treat1\_NMW 0.111\*\*\*   
## (0.019)   
##   
## NMW 0.118\*\*\*   
## (0.009)   
##   
## Constant 2.775\*\*\*   
## (0.006)   
##   
## -----------------------------------------------  
## Observations 4,112   
## R2 0.501   
## Adjusted R2 0.500   
## Residual Std. Error 0.253 (df = 4108)   
## F Statistic 1,373.397\*\*\* (df = 3; 4108)  
## ===============================================  
## Note: \*p<0.1; \*\*p<0.05; \*\*\*p<0.01

Der Wert der Interaktionsvariablen hat sich im Vergleich zur unvollständigen Regression stark verändert und erinnert an die händische Berechnung.  
Um diese starke Veränderung besser zu verstehen, können wir die gemeinsame Betrachtung der erklärenden Variablen mit der einzelnen Betrachtung vergleichen.

**Aufgabe**: Führen Sie dazu den Code aus und sehen sich die Ausgabe an.

regii = lm(ln\_avwage ~ ctreat1, data = dat)  
  
regiii = lm(ln\_avwage ~ NMW, data = dat)  
  
stargazer(regi, regii, regiii, reg1, type = "text")

##   
## ===============================================================================================================================  
## Dependent variable:   
## -----------------------------------------------------------------------------------------------------------  
## ln\_avwage   
## (1) (2) (3) (4)   
## -------------------------------------------------------------------------------------------------------------------------------  
## treat1\_NMW -0.365\*\*\* 0.111\*\*\*   
## (0.016) (0.019)   
##   
## ctreat1 -0.569\*\*\* -0.626\*\*\*   
## (0.010) (0.013)   
##   
## NMW 0.143\*\*\* 0.118\*\*\*   
## (0.011) (0.009)   
##   
## Constant 2.743\*\*\* 2.834\*\*\* 2.628\*\*\* 2.775\*\*\*   
## (0.006) (0.005) (0.008) (0.006)   
##   
## -------------------------------------------------------------------------------------------------------------------------------  
## Observations 4,112 4,112 4,112 4,112   
## R2 0.110 0.456 0.040 0.501   
## Adjusted R2 0.109 0.456 0.039 0.500   
## Residual Std. Error 0.338 (df = 4110) 0.264 (df = 4110) 0.351 (df = 4110) 0.253 (df = 4108)   
## F Statistic 505.677\*\*\* (df = 1; 4110) 3,444.700\*\*\* (df = 1; 4110) 169.547\*\*\* (df = 1; 4110) 1,373.397\*\*\* (df = 3; 4108)  
## ===============================================================================================================================  
## Note: \*p<0.1; \*\*p<0.05; \*\*\*p<0.01

Im Gegensatz zur händischen Berechnung können wir durch die Regression die Signifikanz unserer Schätzung beurteilen.

Quiz: Wie beurteilen Sie die Signifikanz unseres DiD-Schätzers in der dargestellten Regression?

* hoch [x]
* niedrig [ ]

Die Werte der Variablen sind im obigen Fall also hoch signifikant gekennzeichnet.  
Allerdings können die p-Werte fehlerhaft sein, da es sich bei den Daten teilweise um **genestete Daten** handelt.

Genestete Daten liegen vor, wenn mehrere Daten zu einer übergeordneten Einheit zählen.  
*(vgl. Aarts et al. (2014), S. 491)*

In unserem Fall haben wir Daten zum logarithmierten Durchschnittslohn (*ln\_avwage*) über mehrere Jahre. Diese haben ein Unternehmen (*regno*) als übergeordnete Einheit.  
Um Fehler bezüglich genesteter Daten zu verhindern, führen wir **Clusterrobuste Standardfehler** ein.

Quiz: Nach welcher Variablen soll geclustert werden?

* ln\_avwage [ ]
* regno [x]

Nun fügen wir die Clusterrobusten Standardfehler in unsere Regression ein und schauen, was sich dadurch verändert.  
Führen Sie hierzu die Regression mithilfe der *felm* Funktion durch und vergleichen die Regression ohne Clustering (*reg1*) mit der Regression mit Clustering.

### Info: felm

Im Vergleich zu einem einfachen Regressionsmodell mit *lm*, kann durch die *felm* Funktion eine spezifiziertere Regression durchgeführt werden.  
Der Grundaufbau des formulas sieht wie folgt aus:  
**felm(y ~ abhängige Variablen | ausgeschlossene Variablen | Spezifikation einer Instrumentalviariablen | Clusterspezifikation)**  
(<https://www.rdocumentation.org/packages/lfe/versions/2.9-0/topics/felm>)

**Aufgabe**: Tragen Sie die Clusterspezifikation nach der Variablen *regno* an die passende Stelle ein und setzen die ungenutzten Spezifikationen gleich 0.

# reg2 = felm(ln\_avwage ~ ctreat1 + treat1\_NMW + NMW | \_\_\_ | \_\_\_ | \_\_\_, data=dat)  
# stargazer(reg1, reg2, type ="text")  
  
reg2 = felm(ln\_avwage ~ ctreat1 + treat1\_NMW + NMW | 0 | 0 | regno, data=dat)  
stargazer(reg1, reg2, type ="text")

##   
## =====================================================================  
## Dependent variable:   
## -------------------------------------  
## ln\_avwage   
## OLS felm   
## (1) (2)   
## ---------------------------------------------------------------------  
## ctreat1 -0.626\*\*\* -0.626\*\*\*  
## (0.013) (0.024)   
##   
## treat1\_NMW 0.111\*\*\* 0.111\*\*\*   
## (0.019) (0.029)   
##   
## NMW 0.118\*\*\* 0.118\*\*\*   
## (0.009) (0.007)   
##   
## Constant 2.775\*\*\* 2.775\*\*\*   
## (0.006) (0.007)   
##   
## ---------------------------------------------------------------------  
## Observations 4,112 4,112   
## R2 0.501 0.501   
## Adjusted R2 0.500 0.500   
## Residual Std. Error (df = 4108) 0.253 0.253   
## F Statistic 1,373.397\*\*\* (df = 3; 4108)   
## =====================================================================  
## Note: \*p<0.1; \*\*p<0.05; \*\*\*p<0.01

An den Werten der Schätzer ist keine Veränderung zu erkennen. Allerdings haben sich die Werte der Standardfehler verändert.  
Während man für die Schätzer von *ctreat1* und der Interaktionsvariablen *treat1\_NMW* eine Erhöhung des p-Wertes vorfindet, ist eine Verringerung beim Schätzer der Variablen *NMW* zu verzeichnen.

Durch die Verwendung von clusterrobusten Standardfehlern wird eine Korrelation der Fehlerterme innerhalb einer Gruppe hergestellt.  
Wenn eine beschreibende Variable innerhalb der Gruppe nicht so stark variiert, kann es sein, dass der Standardfehler in einer Regression ohne clusterrobuste Standardfehler höher ausfällt als er eigentlich ist.  
*(vgl. Angrist et al. (2008), S. 231ff.)*

**Aufgabe:** Betrachten wir nochmal das Ergebnis der aktuellsten Regression, ausführbar mittels *check*:

stargazer(reg2, type = "text")

##   
## ===============================================  
## Dependent variable:   
## ---------------------------  
## ln\_avwage   
## -----------------------------------------------  
## ctreat1 -0.626\*\*\*   
## (0.024)   
##   
## treat1\_NMW 0.111\*\*\*   
## (0.029)   
##   
## NMW 0.118\*\*\*   
## (0.007)   
##   
## Constant 2.775\*\*\*   
## (0.007)   
##   
## -----------------------------------------------  
## Observations 4,112   
## R2 0.501   
## Adjusted R2 0.500   
## Residual Std. Error 0.253 (df = 4108)   
## ===============================================  
## Note: \*p<0.1; \*\*p<0.05; \*\*\*p<0.01

Die Schätzer der Variablen beschreiben die Veränderungen im Vergleich zum Pre-Policy Jahr, welche mit *Constant* beschrieben wird.

Quiz: Wie beschreiben Sie den Wert des Schätzers der DiD-Variablen *treat1\_NMW*?

* Der Anstieg des Lohns in der Treatmentgruppe ist um ca. 0.11 Pfund höher als in der Kontrollgruppe. [ ]
* Der Anstieg des Lohns in der Treatmentgruppe ist um ca. 11 Prozent höher als in der Kontrollgruppe. [ ]
* Der Anstieg des Lohns in der Treatmentgruppe ist um ca. 11 Prozentpunkte höher als in der Kontrollgruppe. [x]

Wir haben in Erfahrung gebracht, dass es einen Effekt durch die Einführung des gesetzlichen Mindestlohns gibt.  
Um herauszufinden, wie die Unternehmen auf diese Veränderung reagieren, sehen wir uns spiegelbildlich zur obigen Schätzung die Veränderung auf die Gewinnmarge *net\_pcm* an.

**Aufgabe**: Führen Sie den untenstehenden bekannten Code mit einer angepassten abhängigen Variablen aus und lassen Sie sich das Ergebnis mittels *stargazer* ausgeben.

# reg3 = felm(\_\_\_ ~ ctreat1 + treat1\_NMW + NMW | 0 | 0 | regno, data = dat)  
#   
# stargazer(\_\_\_, type = "text")  
  
reg3 = felm(net\_pcm ~ ctreat1 + treat1\_NMW + NMW | 0 | 0 | regno, data = dat)  
  
stargazer(reg3, type = "text")

##   
## ===============================================  
## Dependent variable:   
## ---------------------------  
## net\_pcm   
## -----------------------------------------------  
## ctreat1 0.058\*\*\*   
## (0.014)   
##   
## treat1\_NMW -0.027\*\*   
## (0.014)   
##   
## NMW -0.012\*\*\*   
## (0.004)   
##   
## Constant 0.070\*\*\*   
## (0.005)   
##   
## -----------------------------------------------  
## Observations 4,112   
## R2 0.020   
## Adjusted R2 0.019   
## Residual Std. Error 0.152 (df = 4108)   
## ===============================================  
## Note: \*p<0.1; \*\*p<0.05; \*\*\*p<0.01

Wir erkennen, dass die Schätzer signifikante Werte aufweisen und sehen somit, dass unsere zu Beginn von Hand berechneten Werte auch statistisch belastbar sind.  
Auch hier dürfen Sie den Schätzer unserer DiD-Vairablen wieder interpretieren.

Quiz: Was passiert mit der Gewinnmarge, wenn man die Schätzung *reg3* als Basis wählt?

* Durch die Mindestlohneinführung ist die Gewinnmarge in Unternehmen der Kontrollgruppe um 2.7 Prozent stärker gesunken. [ ]
* Durch die Mindestlohneinführung ist die Gewinnmarge in Unternehmen der Treatmentgruppe um 2.7 Prozentpunkte stärker gesunken. [x]
* Durch die Mindestlohneinführung ist die Gewinnmarge in Unternehmen der Kontrollgruppe um 2.7 Prozentpunkte stärker gesunken. [ ]

### Award: Earl of DiD

Sie haben die händische Schätzung erfolgreich in eine statistisch belastbare Schätzung überführt und können die Ergebnisse der Regressionen bewerten.

Als nächsten Schritt sehen wir uns weiter an ob es zu Veränderungen kommt, wenn wir auf bestimmte Effekte der Unternehmenswelt kontrollieren.  
Dafür können wir uns die Funktion der **Faktorvariablen** zunutze machen.

Da wir bei nominalskalierten Daten keine Möglichkeit zur messbaren Unterscheidung finden, müssen wir Faktorvariablen nutzen, um diskrete Daten in die Regression miteinzubeziehen.  
Technisch umsetzbar wird diese Faktorisierung, indem eine Gruppe die Referenz bildet. Statistisch gesehen geht diese Wahl willkürlich vonstatten, inhaltlich gibt es nach Hardy (1993) drei Grundüberlegungen zur Wahl der Referenzgruppe:

So soll die Referenzgruppe

**1. Einen sinnvollen Vergleich bieten**  
**2. Klar definiert sein**  
**3. Eine ausreichend große Stichprobengröße im Vergleich zu anderen Gruppen besitzen**

*(vgl. Cohen et al. (2002), S.302ff.)*

### Info: factor

In R können wir entweder die Variablen innerhalb der Regression faktorisieren, oder bereits im Datensatz.

**Aufgabe:** Die Variable *year* möchten wir in unserem Datensatz faktorisieren und erstellen hierfür eine neue Variable *factor\_year*. Vergleichen Sie weiter die Werte der neuen mit der bereits existierenden Variablen, indem Sie sich mittels *head()* die ersten Einträge anzeigen lassen.

# dat = dat %>%  
# mutate("\_\_\_" = factor(year))  
#   
# \_\_\_(dat$year)  
# \_\_\_(dat$factor\_year)  
  
dat = dat %>%  
 mutate("factor\_year" = factor(year))  
  
head(dat$year)

## [1] 1999 2000 2001 2002 1997 1998

head(dat$factor\_year)

## [1] 1999 2000 2001 2002 1997 1998  
## Levels: 1997 1998 1999 2000 2001 2002

Die Einträge scheinen zunächst identisch, dennoch ist bei unserer faktorisierten Variablen der Eintrag *Levels* zu finden.  
*Levels* gibt die unterschiedlichen Kategorien innerhalb der Variablen an. Dabei stellt die erste Kategorie die Referenzkategorie dar.

Quiz: Wie bewerten Sie die gewählte Referenzkategorie? (Denken Sie dabei an die oben beschriebenen Grundüberlegungen)

* Das Jahr 1997 ist sinnvoll gewählt, da es den Startpunkt unserer Analyse markiert. [ ]
* Es gibt andere Jahre, die auf Basis unserer Analyse einen wichtigeren Punkt markieren [x]
* Alle Jahre sind gleich relevant und die Grundüberlegungen treffen auf jedes Jahr zu. Daher kann das Jahr beliebig gewählt werden. [ ]

Eine besser geeignete Referenzkategorie können wir selbst festlegen.  
**Aufgabe**: Wählen Sie das Jahr 2000 als Referenzwert für unsere Faktorisierung.

# dat$factor\_year = relevel(dat$factor\_year, ref = "\_\_\_")  
  
dat$factor\_year = relevel(dat$factor\_year, ref = "2000")

Sehen wir uns nun an, was diese Faktorisierung für die Regression bedeutet, indem wir die Regression einmal mit *year* und einmal mit *factor\_year* ergänzen.  
**Aufgabe**: Geben Sie den Vergleich der unterschiedlichen Regressionen aus, indem Sie den Code mittels *check* ausführen.

reg3 = felm(net\_pcm ~ ctreat1 + treat1\_NMW + NMW | 0 | 0 | regno, data = dat)  
reg3.1 = felm(net\_pcm ~ ctreat1 + treat1\_NMW + NMW + year| 0 | 0 | regno, data = dat)  
reg3.2 = felm(net\_pcm ~ ctreat1 + treat1\_NMW + NMW + factor\_year| 0 | 0 | regno, data = dat)

## Warning in chol.default(mat, pivot = TRUE, tol = tol): die Matrix hat entweder  
## nicht vollen Rang oder ist indefinit

reg3.3 = felm(net\_pcm ~ ctreat1 + treat1\_NMW + NMW + factor(year)| 0 | 0 | regno, data = dat)

## Warning in chol.default(mat, pivot = TRUE, tol = tol): die Matrix hat entweder  
## nicht vollen Rang oder ist indefinit

stargazer(reg3, reg3.1, reg3.2, reg3.3, type= "text")

##   
## ===========================================================================================  
## Dependent variable:   
## -----------------------------------------------------------------------  
## net\_pcm   
## (1) (2) (3) (4)   
## -------------------------------------------------------------------------------------------  
## ctreat1 0.058\*\*\* 0.058\*\*\* 0.058\*\*\* 0.058\*\*\*   
## (0.014) (0.014) (0.014) (0.014)   
##   
## treat1\_NMW -0.027\*\* -0.027\*\* -0.028\*\* -0.028\*\*   
## (0.014) (0.014) (0.014) (0.014)   
##   
## NMW -0.012\*\*\* -0.001 -0.012\*\* -0.015\*\*   
## (0.004) (0.007) (0.006) (0.007)   
##   
## year -0.004\*   
## (0.002)   
##   
## factor\_year1997 -0.008\*   
## (0.005)   
##   
## factor\_year1998   
## (0.000)   
##   
## factor\_year1999 -0.011\*\*   
## (0.005)   
##   
## factor\_year2001 -0.010\*   
## (0.006)   
##   
## factor\_year2002 -0.011\*   
## (0.007)   
##   
## factor(year)1998 0.008\*   
## (0.005)   
##   
## factor(year)1999 -0.002   
## (0.006)   
##   
## factor(year)2000 0.011\*   
## (0.007)   
##   
## factor(year)2001 0.001   
## (0.006)   
##   
## factor(year)2002   
## (0.000)   
##   
## Constant 0.070\*\*\* 7.549\* 0.076\*\*\* 0.068\*\*\*   
## (0.005) (4.295) (0.006) (0.006)   
##   
## -------------------------------------------------------------------------------------------  
## Observations 4,112 4,112 4,112 4,112   
## R2 0.020 0.020 0.021 0.021   
## Adjusted R2 0.019 0.019 0.019 0.019   
## Residual Std. Error 0.152 (df = 4108) 0.152 (df = 4107) 0.152 (df = 4104) 0.152 (df = 4104)  
## ===========================================================================================  
## Note: \*p<0.1; \*\*p<0.05; \*\*\*p<0.01

Man sieht, dass sich die Ergebnisse durch eine Faktorisierung verändern.  
Auch durch die Veränderung der Referenzkategorie entstehen Unterschiede, wenn auch im überschaubaren Rahmen.

Dabei gilt dennoch zu erwähnen, dass die Autoren des Artikels bei der Wahl der Referenzkategorie wohl einer anderen Idee der Wahl gefolgt sind und das Jahr 1997 als Referenz gewählt haben.

Da durch die Darstellung der Faktorvariablen eine längere Ausgabe entsteht, kann es beim Hinzufügen mehrerer Faktorvariablen aus Gründen der Übersichtlichkeit und Vergleichbarkeit sinnvoll sein, unsere Ausgabe auf das Relevanteste reduzieren.

Hierbei lernen Sie eine alternative Darstellung der Regressionsergebnisse zu *stargazer* kennen.

**Aufgabe:** Laden Sie zunächst das Paket *broom*.

# library(\_\_\_)  
  
library(broom)

**Aufgabe**: Führen Sie den Code aus, um aus der Liste - die uns durch die *felm*-Funktion erstellt wird - eine Tabelle der Regression zu kreieren. Geben Sie dabei anschließend die Tabelle aus.

# table\_reg3.3 = tidy(reg3.3)  
#   
# #Tabelle ausgeben  
#   
  
table\_reg3.3 = tidy(reg3.3)

## Warning in chol.default(mat, pivot = TRUE, tol = tol): die Matrix hat entweder  
## nicht vollen Rang oder ist indefinit

#Tabelle ausgeben  
table\_reg3.3

## term estimate std.error statistic p.value  
## 1 (Intercept) 0.06796 0.00616 11.03903 0.00000  
## 2 ctreat1 0.05820 0.01365 4.26394 0.00002  
## 3 treat1\_NMW -0.02751 0.01371 -2.00661 0.04486  
## 4 NMW -0.01460 0.00710 -2.05636 0.03981  
## 5 factor(year)1998 0.00844 0.00477 1.76730 0.07725  
## 6 factor(year)1999 -0.00244 0.00589 -0.41373 0.67909  
## 7 factor(year)2000 0.01122 0.00682 1.64576 0.09989  
## 8 factor(year)2001 0.00127 0.00574 0.22196 0.82435  
## 9 factor(year)2002 NaN 0.00000 NaN NaN

Nun haben wir die relevanten Werte der Regression in der Tabelle gespeichert und können darauf wie auf jeden anderen Data Frame zurückgreifen.

### Award: tidy broomer

Glückwunsch, Sie haben die Regressionsausgaben erfolgreich in einer Tabelle gespeichert. Um mehr über das broom Paket zu erfahren, geht es [hier](https://cran.r-project.org/web/packages/broom/vignettes/broom.html) entlang.

**Hinweis:** Das Tool wird genutzt, um einen besseren Überblick über die Veränderung durch Variablen zu erhalten. Es dient als Hilfsmittel und nicht als genereller Mechanismus, um Regressionsergebnisse zu analysieren.  
In Anhang 2 können Sie sich die vollständigen Ausgaben der Regressionsergebnisse ausgeben lassen.

Nachdem wir nun die technischen Voraussetzungen geschaffen haben, können wir fachlich fortfahren und unsere Schätzung durch das Hinzufügen weiterer möglich beeinflussende Variablen präzisieren.  
Es geht darum zu überprüfen, ob die Veränderung der Unternehmensgewinne wirklich auf die Einführung des Mindestlohns zurückgeht und ob weitere Faktoren die Gewinnmarge eines Unternehmens beeinflussen können.  
Dabei prüfen wir auf unternehmens-, branchen- und ortsspezifische Größen.

**Aufgabe:** Führen Sie die Regressionen mittels *check* aus.

reg4 = felm(ln\_avwage ~ ctreat1 + treat1\_NMW + NMW + grad2 + unionmem + ptwk + female +   
 factor(sic2) + factor(year) + factor(gorwk)| 0 | 0 | regno, data = dat)

## Warning in chol.default(mat, pivot = TRUE, tol = tol): die Matrix hat entweder  
## nicht vollen Rang oder ist indefinit

reg5 = felm(net\_pcm ~ ctreat1 + treat1\_NMW + NMW + grad2 + unionmem + ptwk + female +   
 factor(sic2) + factor(year) + factor(gorwk)| 0 | 0 | regno, data = dat)

## Warning in chol.default(mat, pivot = TRUE, tol = tol): die Matrix hat entweder  
## nicht vollen Rang oder ist indefinit

Das waren sehr viele Regressionen, da kann es manchmal kompliziert sein den Überblick zu behalten.  
Um die wichtigsten Ergebnisse knapp zusammenfassen zu können, gibt es die Möglichkeit einzelne Werte aus den jeweiligen Regressionen auszuwählen und sie dann in einer Tabelle gegenüberzustellen.  
Dabei sehen wir uns die Veränderung des Kernergebnisses an.

**Aufgabe:** Um Ergebnisse auslesen zu können, wenden Sie ihre vorher erworbenen Kenntnisse zur Überführung von Regressionen in eine Tabelle an.

# tidy\_reg1 = \_\_\_(reg1)  
# tidy\_reg2 = \_\_\_(reg2)  
# tidy\_reg3 = \_\_\_(reg3)  
# tidy\_reg4 = \_\_\_(reg4)  
# tidy\_reg5 = \_\_\_(reg5)  
  
tidy\_reg1 = tidy(reg1)  
tidy\_reg2 = tidy(reg2)  
tidy\_reg3 = tidy(reg3)  
tidy\_reg4 = tidy(reg4)

## Warning in chol.default(mat, pivot = TRUE, tol = tol): die Matrix hat entweder  
## nicht vollen Rang oder ist indefinit

tidy\_reg5 = tidy(reg5)

## Warning in chol.default(mat, pivot = TRUE, tol = tol): die Matrix hat entweder  
## nicht vollen Rang oder ist indefinit

**Aufgabe**: Erzeugen Sie zunächst die gegenüberstellende Tabelle der Regression ohne und mit Kontrollvariablen mittels *check* und lassen Sie sie ausgeben. Runden Sie die Ergebniss dabei auf drei Nachkommastellen

# reg\_table\_ln\_avwage = data.frame("Variable" = "treat1\_NMW","Schätzer\_reg2" = round(tidy\_reg2$estimate[3],\_\_\_),"se\_reg2"= round(tidy\_reg2$std.error[3],\_\_\_), "Schätzer\_reg4" = round(tidy\_reg4$estimate[3],\_\_\_), "se\_reg4"= round(tidy\_reg4$std.error[3],\_\_\_))  
#   
# reg\_table\_ln\_avwage  
  
reg\_table\_ln\_avwage = data.frame("Variable" = "treat1\_NMW","Schätzer\_reg2" = round(tidy\_reg2$estimate[3],3),"se\_reg2"= round(tidy\_reg2$std.error[3],3), "Schätzer\_reg4" = round(tidy\_reg4$estimate[3],3), "se\_reg4"= round(tidy\_reg4$std.error[3],3))  
  
reg\_table\_ln\_avwage

## Variable Schätzer\_reg2 se\_reg2 Schätzer\_reg4 se\_reg4  
## 1 treat1\_NMW 0.111 0.029 0.09 0.026

Der positive Effekt der Mindestlohneinführung auf die Löhne der Treatmentgruppe ist weiterhin erkennbar, hat sich etwas verringert und ist weiterhin signifikant.  
Zudem wirkt die Wahl der erklärenden Variablen sinnvoll, da sie einen signifikanten Einfluss auf den Lohn haben. (vgl. Anhang 2.1)

Quiz: Eine Variable, die den Lohn negativ beeinflusst, ist der Anteil der Gewerkschaftsmitglieder *unionmem*. Woran könnte das liegen?

* Das Jahr 1997 ist sinnvoll gewählt, da es den Startpunkt unserer Analyse markiert. [ ]
* Es gibt andere Jahre, die auf Basis unserer Analyse einen wichtigeren Punkt markieren [x]
* Gewerkschaften schließen höhere Löhne ab. [ ]

Sehen wir uns das Ganze auch noch für die Veränderung in der Gewinnmarge an.  
**Aufgabe:** Führen Sie den Code mittels *check* aus.

reg\_table\_net\_pcm = data.frame("Variable" = "treat1\_NMW","Schätzer\_reg3" = round(tidy\_reg3$estimate[3],3),"se\_reg3"= round(tidy\_reg3$std.error[3],3), "Schätzer\_reg5" = round(tidy\_reg5$estimate[3],3), "se\_reg5"= round(tidy\_reg5$std.error[3],3))  
  
reg\_table\_net\_pcm

## Variable Schätzer\_reg3 se\_reg3 Schätzer\_reg5 se\_reg5  
## 1 treat1\_NMW -0.027 0.014 -0.029 0.012

Auch hier können wir feststellen, dass

## Exercise 3.4 Weiterführende Analysen

Neben den von uns dargestellten Ergebnissen, gibt es im untersuchten Artikel weitere interessante Darstellungen, die unsere bisherige Analyse zu den Auswirkungen auf Unternehmen im Niedriglohnsektor untermauern und erweitern.

### Placebo-Experiment

Durch die Einführung eines Placebo-Experiments wird festgestellt, dass es vor der Mindestlohneinführung keine relevanten Zusammenhänge zwischen der Treatment- und Kontrollgruppe bestanden.  
Teil dieses Experiments ist die Prüfung einer imaginären Mindestlohneinführung 3 Jahre vor der wahren Einführung.  
Dabei wurde kein Trend erkennbar, der auf einen bereits bestehenden Zusammenhang der beiden Gruppen schließen würde.  
*(vgl. Draca et al., S.142ff.)*

### Unterschied zwischen Industrien

Die Autoren vergleichen die Wirkung der Mindestlohneinführung Wettbewerben mit hoher und niedriger Marktmacht.  
Dabei kommen die Autoren zu dem Schluss, dass es Unterschiede im Umgang mit Mindestlohneinführungen gibt.  
Während Unternehmen mit einer verhältnismäßig geringen Marktmacht die Erhöhung der Löhne hauptsächlich über die Verringerung der Gewinnmarge kompensieren, ist zu erkennen, dass marktmächtige Unternehmen die Erhöhung durch Preisanpassungen an Kunden weitergeben.  
*(vgl. Draca et al., S.146f.)*

### Auswirkungen auf weitere Unternehmensfaktoren

Wie zu Beginn erwähnt könnten neben des Gewinns auch noch weitere Faktoren von der Einführung des nationalen Mindestlohns betroffen sein.  
Sowohl auf eine Veränderung am Arbeitsmarkt, als auch auf eine Veränderung in der Produktionskraft von nNternehmen werden keine signifikanten Einflüsse erkannt.  
Derweil ist ein langfristiger Trend zu erkennen der die Vermutung zulässt, dass es zu weniger Markteintritten in den stark vom der Mindestlohneinführung betroffen Unternehmen kommt.  
*(vgl. Draca et al., S.148f.)*

## Exercise 4 Einordnung des Artikels

### Bewertung des Artikels

Die wissenschaftliche Arbeit von Draca et al. macht sich die besondere Eigenschaft des quasi-experimentellen Experiments zu eigen und wählt dazu passenderweise die Methodik der Difference-in-Differences Schätzung.  
Dabei zeigen die Autoren gut auf, dass die Einführung von Mindeslöhnen zu einer Veränderung der Unternehmensgewinne führt.  
Hinzu kommt, dass für die häufig untersuchte Frage der Veränderung in der Beschäftigung kein relevanter Effekt erkannt wird.  
Durch die Wahl von plausiblen Kontrollvariablen aus unterschiedlichen Bereichen der Unternehmenswelt wirkt die Argumentation fundiert.  
Der zunächst nicht evidenten Einteilung in Kontroll- und Treatmentgruppe wird sich genähert und anhand von Lohnstrukturen werden die Daten logisch nachvollziehbar eingeteilt.  
Kritisch anzumerken ist die Wahl der Beispieldatensätze. Hier wird wenig transparent argumentiert und eine klare Struktur der Idee der Selektion ist nicht erkennbar.  
Da wir keine genauen Daten für jeden Arbeitnehmer haben, wird ist unsere Analyse vor allem auf den Niedriglohnsektor anwendbar, wobei mit einem Anteil von 87% auch ein relativ großer Teil der Arbeiter abgebildet wird.  
Begleitend zeigt das eine Unternehmensstruktur auf, in der Lohnunterschiede vorallem zwischen Sektoren variieren und weniger innerhalb eines Unternehmens.  
Eine weitere Komponente, die im Rahmen der Analyse vermisst wird, ist eine finanzielle Rahmenbedingung als Kontrollvariable.  
Der Output des Unternehmens bleibt weitestgehend unberücksichtigt, da im Datensatz keine Daten zu Produkten wie Preise oder Qualität vorhanden sind. Diese Problematik ist auch den Autoren bewusst und sie weisen auf diese Einschränkung in der Bewertung hin.

* Weitere Forschung Höherer Rückgang in der Marge bei Unternehmen mit großer Marktmacht entdeckt
* Rückbezug zur Einleitung
* Ist ein Mindestlohn zu befürworten

Sehen Sie sich mittels *check* an, was Sie von Ihrer Reise durch das Vereinigten Königreich mitgenommen haben:
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## Exercise Anhang

### Anhang 1

Werfen wir einen Blick auf die aussortierten Daten und überprüfen anhand der Beschäftigungszahlen, ob es Aufffälligkeiten gibt:

dat = read\_dta('main\_fame.dta')  
dat\_no\_pp = dat %>%  
 filter(pp == 0)  
  
dat\_pp = dat %>%  
 filter(pp == 1)  
  
boxplot(log(dat\_no\_pp$emp),log(dat\_pp$emp))
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boxplot(log(dat\_no\_pp$net\_pcm),log(dat\_pp$net\_pcm))

## Warning in log(dat\_no\_pp$net\_pcm): NaNs wurden erzeugt

## Warning in log(dat\_pp$net\_pcm): NaNs wurden erzeugt

## Warning in bplt(at[i], wid = width[i], stats = z$stats[, i], out =  
## z$out[z$group == : Ausreißer (-Inf) im Boxplot 1 wird nicht gezeichnet

## Warning in bplt(at[i], wid = width[i], stats = z$stats[, i], out =  
## z$out[z$group == : Ausreißer (-Inf) im Boxplot 2 wird nicht gezeichnet
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boxplot(log(dat\_no\_pp$avwage),log(dat\_pp$avwage))
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boxplot((dat\_no\_pp$manuf),(dat\_pp$manuf))
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boxplot(log(dat\_no\_pp$turnemp),log(dat\_pp$turnemp))

## Warning in log(dat\_no\_pp$turnemp): NaNs wurden erzeugt

## Warning in bplt(at[i], wid = width[i], stats = z$stats[, i], out =  
## z$out[z$group == : Ausreißer (-Inf) im Boxplot 1 wird nicht gezeichnet

![](data:image/png;base64,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)

Im Gesamten ist zu erkennen, dass die Daten, die sich nicht in der Auswahl befinden, breiter gestreut sind.  
Man erkennt einen Unterschied in den Beschäftigungszahlen der beiden Gruppen.

## Anhang 2

### Anhang 2.1

Regressionsergebnisse zum logarithmierten Durchschnittslohn:

reg2 = felm(ln\_avwage ~ ctreat1 + treat1\_NMW + NMW | 0 | 0 | regno, data=dat)  
  
reg4 = felm(ln\_avwage ~ ctreat1 + treat1\_NMW + NMW + grad2 + unionmem + ptwk + female +   
 factor(sic2) + factor(year) + factor(gorwk)| 0 | 0 | regno, data = dat)

## Warning in chol.default(mat, pivot = TRUE, tol = tol): die Matrix hat entweder  
## nicht vollen Rang oder ist indefinit

stargazer(reg2, reg4, type ="text")

##   
## =========================================================  
## Dependent variable:   
## -------------------------------------  
## ln\_avwage   
## (1) (2)   
## ---------------------------------------------------------  
## ctreat1 -1.039\*\*\* -0.929\*\*\*   
## (0.043) (0.047)   
##   
## treat1\_NMW 0.079\*\* 0.107\*\*\*   
## (0.037) (0.037)   
##   
## NMW 0.233\*\*\* 0.404\*\*\*   
## (0.010) (0.016)   
##   
## grad2 0.019   
## (0.163)   
##   
## unionmem -0.014   
## (0.095)   
##   
## ptwk -1.436\*\*\*   
## (0.167)   
##   
## female 0.175\*   
## (0.092)   
##   
## factor(sic2)5 0.571\*   
## (0.314)   
##   
## factor(sic2)10 0.583\*   
## (0.305)   
##   
## factor(sic2)11 0.633\*\*   
## (0.308)   
##   
## factor(sic2)13 0.726\*\*   
## (0.292)   
##   
## factor(sic2)14 -0.009   
## (0.439)   
##   
## factor(sic2)15 0.341   
## (0.296)   
##   
## factor(sic2)16 -0.052   
## (0.523)   
##   
## factor(sic2)17 0.272   
## (0.296)   
##   
## factor(sic2)18 0.189   
## (0.317)   
##   
## factor(sic2)19 0.082   
## (0.333)   
##   
## factor(sic2)20 0.297   
## (0.290)   
##   
## factor(sic2)21 0.357   
## (0.296)   
##   
## factor(sic2)22 0.513\*   
## (0.298)   
##   
## factor(sic2)23 0.362   
## (0.314)   
##   
## factor(sic2)24 0.416   
## (0.302)   
##   
## factor(sic2)25 0.330   
## (0.297)   
##   
## factor(sic2)26 0.377   
## (0.297)   
##   
## factor(sic2)27 0.347   
## (0.295)   
##   
## factor(sic2)28 0.407   
## (0.291)   
##   
## factor(sic2)29 0.417   
## (0.293)   
##   
## factor(sic2)30 0.604\*   
## (0.313)   
##   
## factor(sic2)31 0.335   
## (0.299)   
##   
## factor(sic2)32 0.462   
## (0.301)   
##   
## factor(sic2)33 0.521\*   
## (0.295)   
##   
## factor(sic2)34 0.403   
## (0.295)   
##   
## factor(sic2)35 0.446   
## (0.303)   
##   
## factor(sic2)36 0.396   
## (0.294)   
##   
## factor(sic2)37 0.156   
## (0.346)   
##   
## factor(sic2)40 0.631\*\*   
## (0.308)   
##   
## factor(sic2)41 0.531\*   
## (0.297)   
##   
## factor(sic2)45 0.452   
## (0.292)   
##   
## factor(sic2)50 0.450   
## (0.291)   
##   
## factor(sic2)51 0.471   
## (0.293)   
##   
## factor(sic2)52 0.784\*\*\*   
## (0.301)   
##   
## factor(sic2)55 0.639\*\*   
## (0.306)   
##   
## factor(sic2)60 0.371   
## (0.292)   
##   
## factor(sic2)61 0.631\*   
## (0.325)   
##   
## factor(sic2)62 0.481   
## (0.303)   
##   
## factor(sic2)63 0.366   
## (0.295)   
##   
## factor(sic2)64 0.502\*   
## (0.300)   
##   
## factor(sic2)65 0.837\*\*\*   
## (0.303)   
##   
## factor(sic2)66 0.437   
## (0.303)   
##   
## factor(sic2)67 0.986\*\*\*   
## (0.313)   
##   
## factor(sic2)70 0.664\*\*   
## (0.303)   
##   
## factor(sic2)71 0.408   
## (0.297)   
##   
## factor(sic2)72 0.754\*\*   
## (0.308)   
##   
## factor(sic2)73 0.710\*\*   
## (0.327)   
##   
## factor(sic2)74 0.595\*\*   
## (0.303)   
##   
## factor(sic2)75 0.577\*   
## (0.315)   
##   
## factor(sic2)80 0.507   
## (0.323)   
##   
## factor(sic2)85 0.534\*   
## (0.315)   
##   
## factor(sic2)90 0.403   
## (0.310)   
##   
## factor(sic2)91 0.710\*\*   
## (0.317)   
##   
## factor(sic2)92 0.529\*   
## (0.304)   
##   
## factor(sic2)93 0.696\*\*   
## (0.296)   
##   
## factor(sic2)95 0.839\*\*\*   
## (0.306)   
##   
## factor(year)1995 0.036\*\*\*   
## (0.011)   
##   
## factor(year)1996 0.084\*\*\*   
## (0.011)   
##   
## factor(year)1997 0.159\*\*\*   
## (0.012)   
##   
## factor(year)1998 0.221\*\*\*   
## (0.013)   
##   
## factor(year)1999 0.295\*\*\*   
## (0.014)   
##   
## factor(year)2000 -0.074\*\*\*   
## (0.011)   
##   
## factor(year)2001 -0.045\*\*\*   
## (0.010)   
##   
## factor(year)2002   
## (0.000)   
##   
## factor(gorwk)2 -0.023   
## (0.069)   
##   
## factor(gorwk)3 0.016   
## (0.063)   
##   
## factor(gorwk)4 0.027   
## (0.072)   
##   
## factor(gorwk)5 -0.046   
## (0.062)   
##   
## factor(gorwk)6 -0.015   
## (0.081)   
##   
## factor(gorwk)7 -0.076   
## (0.063)   
##   
## factor(gorwk)8 -0.004   
## (0.070)   
##   
## factor(gorwk)9 -0.026   
## (0.058)   
##   
## factor(gorwk)10 0.003   
## (0.059)   
##   
## factor(gorwk)11 0.095   
## (0.059)   
##   
## factor(gorwk)13 0.252\*\*\*   
## (0.070)   
##   
## factor(gorwk)14 0.217\*\*\*   
## (0.060)   
##   
## factor(gorwk)15 0.090   
## (0.059)   
##   
## factor(gorwk)16 -0.023   
## (0.060)   
##   
## factor(gorwk)17 0.046   
## (0.067)   
##   
## factor(gorwk)19 0.009   
## (0.059)   
##   
## factor(gorwk)20 -0.027   
## (0.075)   
##   
## Constant 3.022\*\*\* 2.416\*\*\*   
## (0.009) (0.296)   
##   
## ---------------------------------------------------------  
## Observations 20,634 20,566   
## R2 0.231 0.361   
## Adjusted R2 0.231 0.359   
## Residual Std. Error 0.567 (df = 20630) 0.518 (df = 20478)  
## =========================================================  
## Note: \*p<0.1; \*\*p<0.05; \*\*\*p<0.01

### Anhang 2.2

Regressionsergebnisse zur Gewinnmarge:

reg3 = felm(net\_pcm ~ ctreat1 + treat1\_NMW + NMW | 0 | 0 | regno, data = dat)  
  
reg5 = felm(net\_pcm ~ ctreat1 + treat1\_NMW + NMW + grad2 + unionmem + ptwk + female +   
 factor(sic2) + factor(year) + factor(gorwk)| 0 | 0 | regno, data = dat)

## Warning in chol.default(mat, pivot = TRUE, tol = tol): die Matrix hat entweder  
## nicht vollen Rang oder ist indefinit

stargazer(reg3, reg5, type = "text")

##   
## ===========================================================  
## Dependent variable:   
## ---------------------------------------  
## net\_pcm   
## (1) (2)   
## -----------------------------------------------------------  
## ctreat1 -0.151 -0.101   
## (0.289) (0.356)   
##   
## treat1\_NMW 2.735 2.615   
## (1.952) (1.943)   
##   
## NMW -2.534 -0.457   
## (1.930) (0.360)   
##   
## grad2 1.162   
## (1.362)   
##   
## unionmem -1.614   
## (1.930)   
##   
## ptwk 0.369   
## (1.721)   
##   
## female -4.733\*   
## (2.810)   
##   
## factor(sic2)5 -1.250   
## (1.142)   
##   
## factor(sic2)10 -0.857   
## (0.851)   
##   
## factor(sic2)11 -0.746   
## (1.115)   
##   
## factor(sic2)13 -4.603\*\*\*   
## (1.593)   
##   
## factor(sic2)14 -5.463   
## (5.106)   
##   
## factor(sic2)15 0.049   
## (0.568)   
##   
## factor(sic2)16 3.236   
## (3.440)   
##   
## factor(sic2)17 -0.074   
## (0.592)   
##   
## factor(sic2)18 1.036   
## (0.688)   
##   
## factor(sic2)19 -0.200   
## (0.862)   
##   
## factor(sic2)20 -0.688   
## (0.736)   
##   
## factor(sic2)21 -0.457   
## (0.701)   
##   
## factor(sic2)22 0.669   
## (0.744)   
##   
## factor(sic2)23 -0.696   
## (1.090)   
##   
## factor(sic2)24 -1.289   
## (1.049)   
##   
## factor(sic2)25 -0.572   
## (0.661)   
##   
## factor(sic2)26 -0.351   
## (0.689)   
##   
## factor(sic2)27 -1.103   
## (0.938)   
##   
## factor(sic2)28 -1.010   
## (0.850)   
##   
## factor(sic2)29 -0.694   
## (0.641)   
##   
## factor(sic2)30 -0.120   
## (0.756)   
##   
## factor(sic2)31 0.251   
## (0.761)   
##   
## factor(sic2)32 0.358   
## (0.732)   
##   
## factor(sic2)33 -0.098   
## (0.661)   
##   
## factor(sic2)34 -0.209   
## (0.753)   
##   
## factor(sic2)35 -0.593   
## (0.852)   
##   
## factor(sic2)36 0.006   
## (0.548)   
##   
## factor(sic2)37 -1.036   
## (1.119)   
##   
## factor(sic2)40 -0.299   
## (0.871)   
##   
## factor(sic2)41 0.673   
## (0.939)   
##   
## factor(sic2)45 -0.797   
## (0.644)   
##   
## factor(sic2)50 0.062   
## (0.521)   
##   
## factor(sic2)51 -0.299   
## (0.534)   
##   
## factor(sic2)52 1.110   
## (0.820)   
##   
## factor(sic2)55 0.667   
## (0.733)   
##   
## factor(sic2)60 -0.764   
## (0.710)   
##   
## factor(sic2)61 -0.754   
## (1.020)   
##   
## factor(sic2)62 1.736   
## (1.592)   
##   
## factor(sic2)63 0.304   
## (0.567)   
##   
## factor(sic2)64 1.264   
## (1.512)   
##   
## factor(sic2)65 0.976   
## (0.664)   
##   
## factor(sic2)66 0.655   
## (0.703)   
##   
## factor(sic2)67 -0.316   
## (0.886)   
##   
## factor(sic2)70 1.312   
## (0.841)   
##   
## factor(sic2)71 -0.305   
## (0.680)   
##   
## factor(sic2)72 -1.665   
## (1.095)   
##   
## factor(sic2)73 -2.033   
## (2.247)   
##   
## factor(sic2)74 -3.702   
## (3.759)   
##   
## factor(sic2)75 2.780   
## (2.348)   
##   
## factor(sic2)80 1.815   
## (1.646)   
##   
## factor(sic2)85 2.493   
## (1.614)   
##   
## factor(sic2)90 0.307   
## (1.132)   
##   
## factor(sic2)91 0.791   
## (0.663)   
##   
## factor(sic2)92 0.451   
## (0.648)   
##   
## factor(sic2)93 1.457   
## (1.161)   
##   
## factor(sic2)95 2.351   
## (1.893)   
##   
## factor(year)1995 0.385   
## (0.237)   
##   
## factor(year)1996 0.135   
## (0.230)   
##   
## factor(year)1997 0.151   
## (0.244)   
##   
## factor(year)1998 0.026   
## (0.291)   
##   
## factor(year)1999 0.110   
## (0.276)   
##   
## factor(year)2000   
## (0.000)   
##   
## factor(year)2001 -4.996   
## (4.969)   
##   
## factor(year)2002 -0.101   
## (0.376)   
##   
## factor(gorwk)2 -0.051   
## (0.488)   
##   
## factor(gorwk)3 -0.024   
## (0.412)   
##   
## factor(gorwk)4 -0.594   
## (0.551)   
##   
## factor(gorwk)5 -0.672   
## (0.506)   
##   
## factor(gorwk)6 -0.371   
## (0.514)   
##   
## factor(gorwk)7 -0.304   
## (0.436)   
##   
## factor(gorwk)8 -0.573   
## (0.652)   
##   
## factor(gorwk)9 -0.164   
## (0.386)   
##   
## factor(gorwk)10 -0.178   
## (0.437)   
##   
## factor(gorwk)11 -0.182   
## (0.471)   
##   
## factor(gorwk)13 -0.261   
## (0.512)   
##   
## factor(gorwk)14 -0.515   
## (0.484)   
##   
## factor(gorwk)15 -4.477   
## (4.482)   
##   
## factor(gorwk)16 -0.295   
## (0.414)   
##   
## factor(gorwk)17 -0.894   
## (0.762)   
##   
## factor(gorwk)19 -0.452   
## (0.528)   
##   
## factor(gorwk)20 0.033   
## (0.550)   
##   
## Constant 0.049 3.359   
## (0.048) (2.541)   
##   
## -----------------------------------------------------------  
## Observations 20,860 20,791   
## R2 0.0002 0.001   
## Adjusted R2 0.00003 -0.003   
## Residual Std. Error 90.477 (df = 20856) 90.771 (df = 20703)  
## ===========================================================  
## Note: \*p<0.1; \*\*p<0.05; \*\*\*p<0.01

## Exercise Einreichen Ihrer Lösung

Um Ihre Lösung abzugeben, gehen Sie wie folgt vor:

1. Scrollen Sie nach oben und drücken auf das Balkensymbol um zu sehen, wie viele Punkte Sie bisher erreicht haben. Um eine höhere Punktzahl zu erlangen, können Sie sich an den noch ungelösten Aufgaben versuchen.
2. Wenn Sie Ihre Lösung abgeben wollen, drücken Sie auf den Download ganz rechts.
3. Im geöffneten Tab wählen Sie die Schaltfläche “Download Submission File”. Ihr Browser sollte daraufhin eine Datei mit der Endung .sub herunterladen.
4. Laden Sie Ihre heruntergeladene Datei auf einer entsprechenden Lernplattform wie Moodle hoch, genaue Anweisungen erhalten Sie von Ihrem Dozenten.