# [关于java锁机制的优化](http://willpower.javaeye.com/blog/255944)

JVM 级别的锁机制的优化主要针对这两种情况:   
1> 大多数情况不会存在竞争的锁.   
2> 被频繁竞争的锁.   
  
以下采用事例的方式加以说明. 前三种方法是针对情况1>, 最后一种是针对情况2>.   
  
1. lock elision
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1. public String getStoogeNames() {
2. Vector v = new Vector();
3. v.add("Moe");
4. v.add("Larry");
5. v.add("Curly");
6. return v.toString();
7. }

public String getStoogeNames() {

Vector v = new Vector();

v.add("Moe");

v.add("Larry");

v.add("Curly");

return v.toString();

}

我们知道Vector的实现是线程安全的,也就是加了synchronized. 但是在上面的这段代码中, 显然Vector v 不会被其他的线程所共享. 这个时候Vector实现中的锁是可以完全去掉的. 这种情况下, java 在compile的时候就能根据变量的作用域来进行相应的优化.比如:在生成的bytecode中去除掉所有的lock,unlock逻辑.   
  
2. Biased Locking
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1. public void getStoogeNames(Vector v) {
2. String[] names = {"Moe", "Larry", "Curly"};
3. for (int i=0; i<names.length; i++)
4. {
5. v.add(names[i]);
6. }
7. }

public void getStoogeNames(Vector v) {

String[] names = {"Moe", "Larry", "Curly"};

for (int i=0; i<names.length; i++)

{

v.add(names[i]);

}

}

请注意代码中的循环. 由于Vector v 这里非局部变量, 所以compiler不会对这段代码进行第一种优化. 这时, 一般情况下, 在每次循环进入v.add()时会做lock处理, 在退出时做unlock处理. 但是, 如果假设Vector v 在大多数情况下都只会被单个线程所占用, 那么JVM可以做这样的处理: 当前占有该锁的线程只在有其他线程请求到来时才进行解锁操作, 从而降低当前线程再次获得锁的overhead.   
显然, 要做这种处理, JVM需要先动态的得到统计数据表明该锁将在大部分时间内被单个线程占用.   
  
  
3. Lock coarsening
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1. public void addStooges(Vector v) {
2. v.add("Moe");
3. v.add("Larry");
4. v.add("Curly");
5. }

public void addStooges(Vector v) {

v.add("Moe");

v.add("Larry");

v.add("Curly");

}

这个问题其实和例2差不多. 这里就不赘述. 这次我们采用另一种方法: 将所有的add操作   
并入一个lock-unlock块中, 也就是所谓的粗化锁粒度.   
其实也可以用这种方式来处理方法2种的例子. 但是他们的不同是, 这种方法可能会导致其他线程长时间的得不到锁, 因为这种方式可能会产生出非常长的一段critical section, 系统总的吞吐量从而降低.    
  
4. Adaptive lock   
这是这里面唯一的一种处理被多线程频繁访问的锁的. 在这种情况下一般有两种竞争锁的方式:   
1> 当某个线程未能得到锁时, 它将不断的询问(spin lock), 如下例所示:
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1. while (lockStillInUse)
2. ;

while (lockStillInUse)

;

这种方式的优点是: 当临界段的处理很快时会有很快得到响应. 缺点是:会大量占用cpu资源.   
2> 当某线程未能得到锁时, 将其挂起, 并等待重新调度(suspension lock)   
这种方式刚好和方式1>互补.   
  
那么既然如此, 为什么不同时利用这两种方法的优点呢?   
这就是adaptive lock要做的事. JVM 可以先尝试着用spin lock, 如果发现线程都能在这种方式下很快的获得锁,那么就继续使用它. 如果发现超过了特定的时间线程还是未能得到锁则切换到suspension lock. 像这样经过一段时间的探索, JVM就可确定使用哪种方式.   
  
好了, 这是我对JVM级别锁优化的认识. 欢迎大家和我讨论.   
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