# 內核方法和SVM的扩展

**这份文档的目的是为了回顾“机器学习1-监督学习”中关于支持向量机（SVM）的内容。这份文档也提供了课程内容的扩展的概述，其中包括非二元的分类和支持向量回归。**

我们会用最简单的应用实例来介绍SVM的概念。考虑一个情景，我们有些数据，必须被分成两个不同的组。如果数据是*线性可分的*，或者换言之，可以完全被一个超平面分成两组，我们目标是找到这个超平面的方程，能够把组分得最好。

用问题描述的方式更正式地讲，我们给每个数据点![](data:image/x-wmf;base64,183GmgAAAAAAAKcBhAHsCQAAAADeXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///yAkCmsAAAoAAAAAAAQAAAAtAQAACAAAADIKAAH0AAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////PSgKoQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCgABTAABAAAAeCUKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBDSACKAAAACgCwJWZDSACKAAAAAAAo3BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)贴上标签分类，![](data:image/x-wmf;base64,183GmgAAAAAAAKcBhAHsCQAAAADeXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///yAkCmsAAAoAAAAAAAQAAAAtAQAACAAAADIKAAH0AAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////PSgKoQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCgABTAABAAAAeCUKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBDSACKAAAACgCwJWZDSACKAAAAAAAo3BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)为-1或者1,比如![](data:image/x-wmf;base64,183GmgAAAAAAACoHewLsCQAAAACsWwEACQAAA5EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWVnQfUpOE/v////gpCmwAAAoAAAAAAAQAAAAtAQAACAAAADIKfgHUAgEAAAB7ABwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdB9Sk4T+////eCYKTwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BswUBAAAAfXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v////gpCm0AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAASAFAQAAADEACAAAADIKgAHkBAEAAAAsAAgAAAAyCoABSAQBAAAAMQAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWVnQfUpOE/v///3gmClAAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAV4DAQAAAC15CAAAADIKgAGlAQEAAADOGBwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////+CkKbgAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABCgEBAAAAaQAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///3gmClEAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAV4AAQAAAHl5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AWEgAigAAAAoAVCVmWEgAigAAAAAAKNwZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)。我们的超平面函数定义为![](data:image/x-wmf;base64,183GmgAAAAAAAIMFNALsCQAAAABKWQEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIABRIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ABAAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///w8iCnkAAAoAAAAAAAQAAAAtAQAACAAAADIKoAH6AwEAAABiAAgAAAAyCqAB/AEBAAAAeAAIAAAAMgqgAUAAAQAAAHd5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9UJQo6AAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK9AA9AQEAAABUeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdJXJ8CH+////DyIKegAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqAB7AIBAAAAKwAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQA6SACKAAAACgAcJGY6SACKAAEAAAAo3BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，且所有点在![](data:image/x-wmf;base64,183GmgAAAAAAABkFewLsCQAAAACfWQEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gBAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///1giCtkAAAoAAAAAAAQAAAAtAQAACAAAADIKgAHNAwEAAAAxABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdFFw1cP+////HSQKLQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAB+wIBAAAALQAIAAAAMgqAAc8BAQAAAD0AHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9YIgraAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIK4AEKAQEAAABpABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////HSQKLgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABXgABAAAAeQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBrSACKAAAACgCtB2ZrSACKAAAAAAAo3BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的分类中,都有

![](data:image/x-wmf;base64,183GmgAAAAAAABgJngLsCQAAAAB7VQEACQAAA0kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJACBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ACAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///30oCkYAAAoAAAAAAAQAAAAtAQAACAAAADIKoAFvBwEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdJomsfH+////PSgKmQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABnQYBAAAALQAIAAAAMgqgAXEFAQAAAKN5CAAAADIKoAFPAwEAAAAreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////fSgKRwAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABXQQBAAAAYgAIAAAAMgqgAfwBAQAAAHgACAAAADIKoAFAAAEAAAB3ABwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////PSgKmgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACogIBAAAAaQAIAAAAMgr0AD0BAQAAAFR5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AikgAigAAAAoAeCZmikgAigAAAAAAOPUZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=),

而对![](data:image/x-wmf;base64,183GmgAAAAAAACIEewLsCQAAAACkWAEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v////gpCrsAAAoAAAAAAAQAAAAtAQAACAAAADIKgAHRAgEAAAAxABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdAZs9xD+////zBYKTgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABzwEBAAAAPQAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v////gpCrwAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgrgAQoBAQAAAGkAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////MFgpPAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKgAFeAAEAAAB5AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOlIAIoAAAAKAOMoZulIAIoAAAAAACjcGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的点,有

![](data:image/x-wmf;base64,183GmgAAAAAAACEIngLsCQAAAABCVAEACQAAA0EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gBwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///2oaCrQAAAoAAAAAAAQAAAAtAQAACAAAADIKoAFzBgEAAAAxABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdIkfdjX+////xCMK1wAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABcQUBAAAAswAIAAAAMgqgAU8DAQAAACsAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9qGgq1AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAFdBAEAAABiAAgAAAAyCqAB/AEBAAAAeAAIAAAAMgqgAUAAAQAAAHcAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////EIwrYAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKAAKiAgEAAABpAAgAAAAyCvQAPQEBAAAAVAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC/SACKAAAACgDjKGa/SACKAAAAAAAo3BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)。

在我们的训练数据中，在超平面![](data:image/x-wmf;base64,183GmgAAAAAAANEINALsCQAAAAAYVAEACQAAA0EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIACBIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ABwAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///woYCqcAAAoAAAAAAAQAAAAtAQAACAAAADIKoAESBwEAAAAxGBwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdIqVikz+////+CkK3wAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABQAYBAAAALQAIAAAAMgqgARQFAQAAAD0ACAAAADIKoAHsAgEAAAArABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////ChgKqAAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqAB+gMBAAAAYgAIAAAAMgqgAfwBAQAAAHgACAAAADIKoAFAAAEAAAB3eRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////+CkK4AAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAPQEBAAAAVAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBhSACKAAAACgBnJ2ZhSACKAAAAAAAo3BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)和![](data:image/x-wmf;base64,183GmgAAAAAAALcHNALsCQAAAAB+WwEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIABxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ABgAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///1UlCnYAAAoAAAAAAAQAAAAtAQAACAAAADIKoAEWBgEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdA+An3P+////ChgKBAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABFAUBAAAAPQAIAAAAMgqgAewCAQAAACt5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9VJQp3AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAH6AwEAAABieQgAAAAyCqAB/AEBAAAAeAAIAAAAMgqgAUAAAQAAAHcAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///8KGAoFAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK9AA9AQEAAABUAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtALZIAIoAAAAKAConZrZIAIoAAAAAACjcGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)之间不应有任何点，这个区域称为“间隔”。分离平面是函数![](data:image/x-wmf;base64,183GmgAAAAAAAP4HNALsCQAAAAA3WwEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ABwAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///woYCogAAAoAAAAAAAQAAAAtAQAACAAAADIKoAE6BgEAAAAwJxwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdEdeAEb+////1ykKBAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABFAUBAAAAPQAIAAAAMgqgAewCAQAAACsAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///8KGAqJAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAH6AwEAAABiAAgAAAAyCqAB/AEBAAAAeAAIAAAAMgqgAUAAAQAAAHcAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////XKQoFAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK9AA9AQEAAABUAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHNIAIoAAAAKAJsnZnNIAIoAAAAAACjcGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，对于新的数据点，我们以它们的符号：![](data:image/x-wmf;base64,183GmgAAAAAAAP0LTgPsCQAAAABOVgEACQAAA34BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAPgChIAAAAmBg8AGgD/////AAAQAAAAwP///6n///+gCgAAqQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///zcmClwAAAoAAAAAAAQAAAAtAQAACAAAADIKYAIqCgEAAAApeQgAAAAyCmACGgUBAAAAKAAIAAAAMgpgAkYAAQAAAHl5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///8qJgoaAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKAgFpAAEAAABeeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////NyYKXQAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCmACZAkBAAAAYgAIAAAAMgpgAmYHAQAAAHh5CAAAADIKYAKqBQEAAAB3AAkAAAAyCmACkgIEAAAAc2lnbhwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////KiYKGwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCrQBpwYBAAAAVAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWVnSkYoai/v///zcmCl4AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAlYIAQAAACsACAAAADIKYAJgAQEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAGVIAIoAAAAKAPwXZmVIAIoAAQAAACjcGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)将它们分类。

(注意w看上去不垂直于分离平面是由于x轴和y轴的比例不同）

让我们分离数据的参数向量w的选择有很多，但是有些明显比另一些好。理想状态下，我们要选择能使间隔最大化的超平面参数。

考虑在间隔的两边的两个点，x+和x-，它们相距尽可能近。在这种情况下，连接这两条直线的向量垂直于定义间隔的超平面。

![](data:image/x-wmf;base64,183GmgAAAAAAAGcIewLsCQAAAADhVAEACQAAA2UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gBwAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///ygJCgMAAAoAAAAAAAQAAAAtAQAACAAAADIKoAG8BgEAAAAxABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdPa6HeT+////WRUKYgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABugUBAAAAPQAIAAAAMgqgAZIDAQAAACsAHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABQ1lZ09rod5P7///8oCQoEAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKAAKpAgEAAAArABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////WRUKYwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABoAQBAAAAYgAIAAAAMgqgAfwBAQAAAHgACAAAADIKoAFAAAEAAAB3eRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////KAkKBQAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCvQAPQEBAAAAVAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCQSACKAAAACgCaJGaQSACKAAEAAAAo3BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)和![](data:image/x-wmf;base64,183GmgAAAAAAAIIJewLsCQAAAAAEVQEACQAAA20BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gCAAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///5QmCtMAAAoAAAAAAAQAAAAtAQAACAAAADIKoAG0BwEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdPqisDH+////ZSgKqgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB4gYBAAAALXkIAAAAMgqgAbYFAQAAAD15CAAAADIKoAGOAwEAAAAreRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdPqisDH+////lCYK1AAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCgACqQIBAAAALXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///2UoCqsAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAZwEAQAAAGJ5CAAAADIKoAH8AQEAAAB4eQgAAAAyCqABQAABAAAAd3kcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///5QmCtUAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgr0AD0BAQAAAFR5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AsUgAigAAAAoAkhtmsUgAigABAAAAKNwZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=),

将这两个等式相减得![](data:image/x-wmf;base64,183GmgAAAAAAAL8KewLsCQAAAAA5VgEACQAAA30BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALACRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ACQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///50nCo8AAAoAAAAAAAQAAAAtAQAACAAAADIKoAG6CAEAAAAyeQgAAAAyCqABtgYBAAAAKXkIAAAAMgqgAQICAQAAACh5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABQ1lZ0TgB51/7///8CJwrxAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKoAGOBwEAAAA9eQgAAAAyCqABNAQBAAAAK3kcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWVnROAHnX/v///50nCpAAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgoAAg0GAQAAAC15CAAAADIKAAJLAwEAAAAreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////AicK8gAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABYAUBAAAAeHkIAAAAMgqgAZ4CAQAAAHh5CAAAADIKoAFAAAEAAAB3eRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////nScKkQAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCvQAPQEBAAAAVHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBWSACKAAAACgCKB2ZWSACKAAEAAAAo3BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)。因为向量w和x+ - x-是平行的，所以![](data:image/x-wmf;base64,183GmgAAAAAAAJMLCAPsCQAAAABmVgEACQAAA6UBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAKAChIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ACgAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJ6AH4ABQAAABMCRgJ+AAUAAAAUAnoASAAFAAAAEwJGAkgABQAAABQCegDqAQUAAAATAkYC6gEFAAAAFAJ6ALQBBQAAABMCRgK0AQUAAAAUAkkAVgMFAAAAEwJ3AlYDBQAAABQCSQAgAwUAAAATAncCIAMFAAAAFAJJAOQHBQAAABMCdwLkBwUAAAAUAkkArgcFAAAAEwJ3Aq4HHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+WGgr7AAAKAAAAAAAEAAAALQEBAAgAAAAyCsABfgkBAAAAMnkIAAAAMgrAASgCAQAAACoAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABQ1lZ05Jux0P7///82GQpsAAAKAAAAAAAEAAAALQECAAQAAADwAQEACAAAADIKwAFSCAEAAAA9AAgAAAAyCsABHgUBAAAALQAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWVnTkm7HQ/v///5YaCvwAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgogAvEGAQAAAC0ACAAAADIKIAI1BAEAAAArABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////NhkKbQAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCsABRAYBAAAAeAAIAAAAMgrAAYgDAQAAAHgACAAAADIKwAGkAAEAAAB3AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAEpIAIoAAAAKAGgnZkpIAIoAAQAAACjcGQAEAAAALQEBAAQAAADwAQIAAwAAAAAA), 其中![](data:image/x-wmf;base64,183GmgAAAAAAAHsCwQLsCQAAAABHXgEACQAAA9EAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAgAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAH4ABQAAABMCJgJ+AAUAAAAUAloASAAFAAAAEwImAkgABQAAABQCWgDqAQUAAAATAiYC6gEFAAAAFAJaALQBBQAAABMCJgK0ARwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////nR0KUQAACgAAAAAABAAAAC0BAQAIAAAAMgqgAaQAAQAAAHcACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAEgAigAAAAoAUBlm30gAigD/////KNwZAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)是向量w的大小/长度。两边都除以![](data:image/x-wmf;base64,183GmgAAAAAAAHsCwQLsCQAAAABHXgEACQAAA9EAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAgAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAH4ABQAAABMCJgJ+AAUAAAAUAloASAAFAAAAEwImAkgABQAAABQCWgDqAQUAAAATAiYC6gEFAAAAFAJaALQBBQAAABMCJgK0ARwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////nR0KUQAACgAAAAAABAAAAC0BAQAIAAAAMgqgAaQAAQAAAHcACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAEgAigAAAAoAUBlm30gAigD/////KNwZAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)得到超平面![](data:image/x-wmf;base64,183GmgAAAAAAAOwFwQLsCQAAAADQWQEACQAAAzkBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJgBRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gBQAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAH4ABQAAABMCJgJ+AAUAAAAUAloASAAFAAAAEwImAkgABQAAABQCWgAMBQUAAAATAiYCDAUFAAAAFAJaANYEBQAAABMCJgLWBBwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdNRzte3+////BCgKvwAACgAAAAAABAAAAC0BAQAIAAAAMgoAAhkEAQAAAC0ACAAAADIKAAJdAQEAAAArABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdNRzte3+////RiYKwwAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCqABRgIBAAAALQAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///wQoCsAAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgqgAWwDAQAAAHgACAAAADIKoAGwAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAA5IAIoAAAAKAEcmZg5IAIoAAgAAACjcGQAEAAAALQECAAQAAADwAQEAAwAAAAAA)之间的距离，即![](data:image/x-wmf;base64,183GmgAAAAAAACIE/wPsCQAAAAAgWQEACQAAAwcBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAPAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAwAARgMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKAAfQBBQAAABMCTAP0AQUAAAAUAoABvgEFAAAAEwJMA74BBQAAABQCgAFgAwUAAAATAkwDYAMFAAAAFAKAASoDBQAAABMCTAMqAwUAAAAUAloAYgIFAAAAEwJMA0gAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///83KQq8AAAKAAAAAAAEAAAALQEBAAgAAAAyCsYCGgIBAAAAd3kcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///3glCn8AAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgqAAbwAAQAAADIACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AoEgAigAAAAoACAhmoEgAigABAAAAKNwZAAQAAAAtAQEABAAAAPABAgADAAAAAAA=)。从这里我们看到最大化间隔等同于找出对于训练集中所有点能满足![](data:image/x-wmf;base64,183GmgAAAAAAAJwKngLsCQAAAAD/VgEACQAAA2EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gCQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///2oZCnYAAAoAAAAAAAQAAAAtAQAACAAAADIKoAHCCAEAAAAxeQgAAAAyCqAB7gYBAAAAKQAIAAAAMgqgAXsBAQAAACgAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABQ1lZ0ZoZaa/7///85DwrXAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKoAHABwEAAACzKAgAAAAyCqABGgUBAAAAKwAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///2oZCncAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgASgGAQAAAGIACAAAADIKoAHHAwEAAAB4AAgAAAAyCqABCwIBAAAAdwAIAAAAMgqgAV4AAQAAAHl5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///85DwrYAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKAAJtBAEAAABpeQgAAAAyCvQACAMBAAAAVAAIAAAAMgoAAgoBAQAAAGkACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AF0gAigAAAAoAeSdmF0gAigAAAAAAKNwZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)关系的最小的![](data:image/x-wmf;base64,183GmgAAAAAAAHsCwQLsCQAAAABHXgEACQAAA9EAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAgAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAH4ABQAAABMCJgJ+AAUAAAAUAloASAAFAAAAEwImAkgABQAAABQCWgDqAQUAAAATAiYC6gEFAAAAFAJaALQBBQAAABMCJgK0ARwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////YiUKuwAACgAAAAAABAAAAC0BAQAIAAAAMgqgAaQAAQAAAHdOCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAEgAigAAAAoAjCZmWkgAigD/////KNwZAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)。（回忆一下，当![](data:image/x-wmf;base64,183GmgAAAAAAACIEewLsCQAAAACkWAEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///xsnChgAAAoAAAAAAAQAAAAtAQAACAAAADIKgAHRAgEAAAAxABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdG/6AK7+////7hMKrwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABzwEBAAAAPQAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///xsnChkAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgrgAQoBAQAAAGkAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////uEwqwAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKgAFeAAEAAAB5AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAE9IAIoAAAAKADUKZk9IAIoAAAAAADj1GQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)时，![](data:image/x-wmf;base64,183GmgAAAAAAACEIngLsCQAAAABCVAEACQAAA0EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gBwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///50nCnYAAAoAAAAAAAQAAAAtAQAACAAAADIKoAFzBgEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdJKOdmT+////0yYKdAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABcQUBAAAAs3kIAAAAMgqgAU8DAQAAACt5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////hJQrDAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAFdBAEAAABieQgAAAAyCqAB/AEBAAAAeHkIAAAAMgqgAUAAAQAAAHd5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////TJgp1AAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKAAKiAgEAAABpeQgAAAAyCvQAPQEBAAAAVHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDtSACKAAAACgAKD2btSACKAAAAAAAo3BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，当![](data:image/x-wmf;base64,183GmgAAAAAAABkFewLsCQAAAACfWQEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gBAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///2QlCrwAAAoAAAAAAAQAAAAtAQAACAAAADIKgAHNAwEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdME3XeT+////1ykKGgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAB+wIBAAAALXkIAAAAMgqAAc8BAQAAAD15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9kJQq9AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIK4AEKAQEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////1ykKGwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABXgABAAAAeXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAQSACKAAAACgDEI2YQSACKAAAAAAAo3BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)时，![](data:image/x-wmf;base64,183GmgAAAAAAABgJngLsCQAAAAB7VQEACQAAA0kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJACBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ACAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+EOCokAAAoAAAAAAAQAAAAtAQAACAAAADIKoAFvBwEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdDiEbJL+////aicKAAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABnQYBAAAALQAIAAAAMgqgAXEFAQAAAKN5CAAAADIKoAFPAwEAAAArABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////4Q4KigAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABXQQBAAAAYnkIAAAAMgqgAfwBAQAAAHh5CAAAADIKoAFAAAEAAAB3eRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////aicKAQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACogIBAAAAaXkIAAAAMgr0AD0BAQAAAFR5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0As0gAigAAAAoAeSdms0gAigAAAAAAKNwZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)。）

要近似解决这个问题，我们注意到最小化![](data:image/x-wmf;base64,183GmgAAAAAAAHsCwQLsCQAAAABHXgEACQAAA9EAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAgAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAH4ABQAAABMCJgJ+AAUAAAAUAloASAAFAAAAEwImAkgABQAAABQCWgDqAQUAAAATAiYC6gEFAAAAFAJaALQBBQAAABMCJgK0ARwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////nR0KUQAACgAAAAAABAAAAC0BAQAIAAAAMgqgAaQAAQAAAHcACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAEgAigAAAAoAUBlm30gAigD/////KNwZAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)等同于最小化![](data:image/x-wmf;base64,183GmgAAAAAAAIwERQTsCQAAAAA0XgEACQAAAxcBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AMgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7j////gAwAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIoAQUAAAAUAhoBrgEFAAAAEwLmAq4BBQAAABQCGgF4AQUAAAATAuYCeAEFAAAAFAIaAUoDBQAAABMC5gJKAwUAAAAUAhoBFAMFAAAAEwLmAhQDHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+tEgo5AAAKAAAAAAAEAAAALQEBAAgAAAAyCngBcwMBAAAAMgAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v////k7CkUAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgpgAtQBAQAAAHcACAAAADIKjANaAAEAAAAyAAgAAAAyCm4BVAABAAAAMQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBLLgCKAAAACgD6OGZLLgCKAAEAAAAo3BkABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)，将这个问题转化为了二次规划优化的问题。拉格朗日乘子![](data:image/x-wmf;base64,183GmgAAAAAAAKcBhAHsCQAAAADeXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFDWVnRCDE1p/v///9IlClwAAAoAAAAAAAQAAAAtAQAACAAAADIKAAEcAAEAAABheQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKAOwXZsNIAIoA/////yjcGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)把我们的优化问题变成了最大化

![](data:image/x-wmf;base64,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)

的输出，同时满足限制条件所有![](data:image/x-wmf;base64,183GmgAAAAAAAEUEewLsCQAAAADDWAEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///2EpCqcAAAoAAAAAAAQAAAAtAQAACAAAADIK4AFaAwEAAABpABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAUNZWdP9iX7T+////iyYKDAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABUAIBAAAAYQAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWVnT/Yl+0/v///2EpCqgAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAUIBAQAAAKN5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+LJgoNAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKgAE0AAEAAAAwAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAI1IAIoAAAAKAAwhZo1IAIoAAAAAACjcGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)且![](data:image/x-wmf;base64,183GmgAAAAAAALcHuAPsCQAAAADyWgEACQAAA4kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAMABxIAAAAmBg8AGgD/////AAAQAAAAwP///67////ABgAADgMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///1ovCgAAAAoAAAAAAAQAAAAtAQAACAAAADIKoAEFBgEAAAAwABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNbBc6iEDSL+////aBIKZQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB3wQBAAAAPRIcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWwXOohA0i/v///1ovCgEAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgr5ATcAAQAAAOUAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9oEgpmAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKAAIaBAEAAABpEggAAAAyCg8D3wABAAAAaQAIAAAAMgoAAvECAQAAAGkAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9aLwoCAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAFuAwEAAAB5ABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAUNbBc6iEDSL+////aBIKZwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB5wEBAAAAYQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBaLgCKAAAACgCsEmZaLgCKAAAAAACo7RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)。要解释这个公式，需要给一些背景，就是把乘子![](data:image/x-wmf;base64,183GmgAAAAAAAKcBhAHsCQAAAADeXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFDWVnRCDE1p/v///9IlClwAAAoAAAAAAAQAAAAtAQAACAAAADIKAAEcAAEAAABheQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKAOwXZsNIAIoA/////yjcGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)视为数据点的权重。从限制条件![](data:image/x-wmf;base64,183GmgAAAAAAALcHuAPsCQAAAADyWgEACQAAA4kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAMABxIAAAAmBg8AGgD/////AAAQAAAAwP///67////ABgAADgMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///1ovCgAAAAoAAAAAAAQAAAAtAQAACAAAADIKoAEFBgEAAAAwABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNbBc6iEDSL+////aBIKZQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB3wQBAAAAPRIcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWwXOohA0i/v///1ovCgEAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgr5ATcAAQAAAOUAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9oEgpmAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKAAIaBAEAAABpEggAAAAyCg8D3wABAAAAaQAIAAAAMgoAAvECAQAAAGkAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9aLwoCAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAFuAwEAAAB5ABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAUNbBc6iEDSL+////aBIKZwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB5wEBAAAAYQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBaLgCKAAAACgCsEmZaLgCKAAAAAACo7RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，可知分类![](data:image/x-wmf;base64,183GmgAAAAAAABkFewLsCQAAAACfWQEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gBAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///2QlCrwAAAoAAAAAAAQAAAAtAQAACAAAADIKgAHNAwEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdME3XeT+////1ykKGgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAB+wIBAAAALXkIAAAAMgqAAc8BAQAAAD15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9kJQq9AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIK4AEKAQEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////1ykKGwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABXgABAAAAeXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAQSACKAAAACgDEI2YQSACKAAAAAAAo3BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的点的权重之和应该等于分类为![](data:image/x-wmf;base64,183GmgAAAAAAACIEewLsCQAAAACkWAEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///xsnChgAAAoAAAAAAAQAAAAtAQAACAAAADIKgAHRAgEAAAAxABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdG/6AK7+////7hMKrwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABzwEBAAAAPQAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///xsnChkAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgrgAQoBAQAAAGkAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////uEwqwAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKgAFeAAEAAAB5AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAE9IAIoAAAAKADUKZk9IAIoAAAAAADj1GQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的点的权重之和。至于![](data:image/x-wmf;base64,183GmgAAAAAAANsDNALsCQAAAAASXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v////sgClEAAAoAAAAAAAQAAAAtAQAACAAAADIKYAHIAgEAAAApeQgAAAAyCmABPAEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFDWVnQ8H+01/v////ciCiIAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAagBAQAAAGEAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////7IApSAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKYAFAAAEAAAB3AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJlIAIoAAAAKAMciZplIAIoAAQAAACjcGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，第二项把控了第一项中权重的和不会变得太大。第二项考虑每一对点的分类（如果两个点在同一分组，则![](data:image/x-wmf;base64,183GmgAAAAAAAIMFngLsCQAAAADgWQEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIABRIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABAAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///78mCsgAAAoAAAAAAAQAAAAtAQAACAAAADIKgAEuBAEAAAAxHxwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdAuBauv+////kAoKlAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLAMBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///78mCskAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgrgAWMCAQAAAGp5CAAAADIK4AEKAQEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////kAoKlQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABhwEBAAAAeXkIAAAAMgqAAV4AAQAAAHl5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AcUgAigAAAAoAlh9mcUgAigAAAAAAKNwZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，分组不同则为-1）和相似度的度量（由 ![](data:image/x-wmf;base64,183GmgAAAAAAALgDwQLsCQAAAACEXwEACQAAA+EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJgAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gAwAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///x42CowAAAoAAAAAAAQAAAAtAQAACAAAADIKAALQAgEAAABqeQgAAAAyCvQAEwEBAAAAVAAIAAAAMgoAAhoBAQAAAGkAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+1NQpAAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKoAHGAQEAAAB4AAgAAAAyCqABQAABAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBvLgCKAAAACgBFImZvLgCKAAAAAAAo3BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) 引发）。

当我们得到最优的拉格朗日乘子，结果是大多数的权![](data:image/x-wmf;base64,183GmgAAAAAAAO0BewLsCQAAAABrXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///xgkCsAAAAoAAAAAAAQAAAAtAQAACAAAADIK4AEmAQEAAABpIRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAUNZWdBuizEH+////LBwKygAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAYQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAGSACKAAAACgB5GmYGSACKAAAAAAAo3BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)等于0*。*只有非0权重的点是对计算w有贡献的点，实际上所有的这样的点落在间隔线上，满足![](data:image/x-wmf;base64,183GmgAAAAAAAJwKngLsCQAAAAD/VgEACQAAA2EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gCQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///4QaCq0AAAoAAAAAAAQAAAAtAQAACAAAADIKoAHICAEAAAAxJQgAAAAyCqAB7gYBAAAAKQAIAAAAMgqgAXsBAQAAACgAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABQ1lZ0j+xvJP7///8AGApRAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKoAHGBwEAAAA9AAgAAAAyCqABGgUBAAAAKyUcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///4QaCq4AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgASgGAQAAAGIACAAAADIKoAHHAwEAAAB4AAgAAAAyCqABCwIBAAAAdwAIAAAAMgqgAV4AAQAAAHkAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///8AGApSAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKAAJtBAEAAABpAAgAAAAyCvQACAMBAAAAVAAIAAAAMgoAAgoBAQAAAGkACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AW0gAigAAAAoANyNmW0gAigAAAAAAOPUZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)。这些点就是这个模型的支持向量。对于间隔上的某个点，我们能从![](data:image/x-wmf;base64,183GmgAAAAAAAKUJuAPsCQAAAADgVAEACQAAA5kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAPACBIAAAAmBg8AGgD/////AAAQAAAAwP///67///+ACAAADgMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWwXMS/o3e/v///6wSCv8AAAoAAAAAAAQAAAAtAQAACAAAADIK+QHpAgEAAADlABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNbBcxL+jd7+////ujIKAAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABwAEBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///6wSCgAAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgoPA5EDAQAAAGkACAAAADIKAAIFCAEAAABpeQgAAAAyCgACzAYBAAAAaUsIAAAAMgoAAqMFAQAAAGkAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+6MgoBAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKoAEgBgEAAAB5ChwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////rBIKAQAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABKwcBAAAAeAAIAAAAMgqgAUAAAQAAAHcAHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAABQ1sFzEv6N3v7///+6MgoCAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKoAGZBAEAAABhJgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAD8uAIoAAAAKAOAmZj8uAIoAAAAAACjcGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)和![](data:image/x-wmf;base64,183GmgAAAAAAABgJngLsCQAAAAB7VQEACQAAA20BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJACBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ACAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///zg8CrQAAAoAAAAAAAQAAAAtAQAACAAAADIKAALFBwEAAABpAAgAAAAyCgACNAUBAAAAaXAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///5QWCnMAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgARkHAQAAAHkACAAAADIKoAEuAAEAAABicBwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNbBc3CU5i/+////ODwKtQAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqAB4QUBAAAALXkIAAAAMgqgAUgBAQAAAD0AHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+UFgp0AAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKoAFaBAEAAAB4AAgAAAAyCqABegIBAAAAd04cAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///zg8CrYAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgr0ALEDAQAAAFQACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Aci4AigAAAAoAUSJmci4AigABAAAAKNwZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)获得分离超平面的参数值。

上面介绍了一般的线性分离SVM的计算过程，但现实生活中的数据集通常不会让自己这么容易划分的。这里，我们讨论两种方式来处理非线性可分的数据集，跳过硬间隔的SVM。如果我们的数据基本上是线性可分的，我们可以用软间隔SVM来考虑，放松“所有点都要正确分类”的标准。如果我们的数据是非线性可分的，我们可以考虑用*内核函数*，能找到一个分类之间的非线性分离曲线。通常，我们既要考虑内核函数也要考虑软间隔参数来执行分类任务。

在一个软间隔SVM中，我们不要求数据完全被线性分离，允许一些点被错误分类。我们给每个点一个非负的松弛变量![](data:image/x-wmf;base64,183GmgAAAAAAAKcBewLsCQAAAAAhXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///z8ZCksAAAoAAAAAAAQAAAAtAQAACAAAADIK4AHuAAEAAABpABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAUNZWdCQYVhD+////XikKcwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABIgABAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQA+SACKAAAACgC2JGY+SACKAAAAAAAo3BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，表示每个点被错误分类的程度：![](data:image/x-wmf;base64,183GmgAAAAAAADoNngLsCQAAAABZUQEACQAAA50BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIADBIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ACwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///9UBClUAAAoAAAAAAAQAAAAtAQAACAAAADIKAAJoCwEAAABpAAgAAAAyCgACbQQBAAAAaQAIAAAAMgr0AAgDAQAAAFQACAAAADIKAAIKAQEAAABpABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////jAoKbgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABKAYBAAAAYgAIAAAAMgqgAccDAQAAAHgACAAAADIKoAELAgEAAAB3AAgAAAAyCqABXgABAAAAeQAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFDWVnRxM/yH/v///9UBClYAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAZwKAQAAAHgAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABQ1lZ0cTP8h/7///+MCgpvAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKoAGgCQEAAAAtAAgAAAAyCqABwAcBAAAAswAIAAAAMgqgARoFAQAAACsAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////VAQpXAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAHCCAEAAAAxKAgAAAAyCqAB7gYBAAAAKQAIAAAAMgqgAXsBAQAAACgACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ANEgAigAAAAoAXilmNEgAigABAAAAKNwZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)。如果一个点被正确分类到它所在的间隔的一侧，那么![](data:image/x-wmf;base64,183GmgAAAAAAAEUEewLsCQAAAADDWAEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///7EmCsIAAAoAAAAAAAQAAAAtAQAACAAAADIKgAHZAgEAAAAwABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdNCDpX7+////mSIK1QAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABswEBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///7EmCsMAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgrgAe4AAQAAAGkAHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAABQ1lZ00IOlfv7///+ZIgrWAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKgAEiAAEAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAMJIAIoAAAAKALUnZsJIAIoAAAAAACjcGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)。如果一个点被放在了间隔内或者错误的分类区域，那么![](data:image/x-wmf;base64,183GmgAAAAAAAKcBewLsCQAAAAAhXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///z8ZCksAAAoAAAAAAAQAAAAtAQAACAAAADIK4AHuAAEAAABpABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAUNZWdCQYVhD+////XikKcwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABIgABAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQA+SACKAAAACgC2JGY+SACKAAAAAAAo3BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)与点到预期的间隔超平面的距离成正比。

我们的优化问题现在必须平衡我们产生的误差的大小：我们的目标是最小化![](data:image/x-wmf;base64,183GmgAAAAAAAJwKjATsCQAAAADtUAEACQAAA/sBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIASgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9gCQAA2AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIoAQUAAAAUAhoBrgEFAAAAEwLmAq4BBQAAABQCGgF4AQUAAAATAuYCeAEFAAAAFAIaAUoDBQAAABMC5gJKAwUAAAAUAhoBFAMFAAAAEwLmAhQDHAAAAPsCwP0AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABQ1sFzQ2rHlP7///9ELgpTAAAKAAAAAAAEAAAALQEBAAgAAAAyCrkCdQYBAAAA5TQcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWwXNDaseU/v///wswCjMAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgpgAkoEAQAAACsAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9ELgpUAAAKAAAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKzwMdBwEAAABpAAgAAAAyCsAC9wgBAAAAaQAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///wswCjQAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgpgAlgFAQAAAEMAHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAABQ1sFzQ2rHlP7///9ELgpVAAAKAAAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKYAIrCAEAAAB4eRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////CzAKNQAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCngBcwMBAAAAMgAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///0QuClYAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgpgAtQBAQAAAHcACAAAADIKjANaAAEAAAAyAAgAAAAyCm4BVAABAAAAMQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQA5LgCKAAAACgAYMGY5LgCKAAIAAAAo3BkABAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)，其中C是正则化参数，告诉我们想给予错误分类误差的权重。用较小的C值，则我们对误差的惩罚较轻，就增大了间隔的大小。用较大的C就得到较窄的间隔；C趋于无穷大时的极限表示任何错误分类的误差和原来的硬间隔SVM的程度一样。当我们将优化问题转化为最大化

![](data:image/x-wmf;base64,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)

的输出，限制条件![](data:image/x-wmf;base64,183GmgAAAAAAALcHuAPsCQAAAADyWgEACQAAA4kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAMABxIAAAAmBg8AGgD/////AAAQAAAAwP///67////ABgAADgMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///1ovCgAAAAoAAAAAAAQAAAAtAQAACAAAADIKoAEFBgEAAAAwABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNbBc6iEDSL+////aBIKZQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB3wQBAAAAPRIcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWwXOohA0i/v///1ovCgEAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgr5ATcAAQAAAOUAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9oEgpmAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKAAIaBAEAAABpEggAAAAyCg8D3wABAAAAaQAIAAAAMgoAAvECAQAAAGkAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9aLwoCAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAFuAwEAAAB5ABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAUNbBc6iEDSL+////aBIKZwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB5wEBAAAAYQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBaLgCKAAAACgCsEmZaLgCKAAAAAACo7RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)保持不变，而其他限制条件现在有一个上界![](data:image/x-wmf;base64,183GmgAAAAAAAE0HewLsCQAAAADLWwEACQAAA1UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgBhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gBgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///5cpCuUAAAoAAAAAAAQAAAAtAQAACAAAADIKgAE5BQEAAABDABwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////tCQKXAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABWgMBAAAAaQAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWVnTju2Ao/v///5cpCuYAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAARkEAQAAAKMACAAAADIKgAFCAQEAAACjARwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAUNZWdOO7YCj+////tCQKXQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABUAIBAAAAYXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///5cpCucAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAATQAAQAAADAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AWkgAigAAAAoA1CBmWkgAigABAAAAKNwZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)。对于软间隔SVM，我们的支持向量（权为![](data:image/x-wmf;base64,183GmgAAAAAAAEUEewLsCQAAAADDWAEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///7gkCrsAAAoAAAAAAAQAAAAtAQAACAAAADIK4AFaAwEAAABpABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAUNZWdMCvaIj+////gB0K3AAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABUAIBAAAAYQAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWVnTAr2iI/v///7gkCrwAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAUIBAQAAADwAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+AHQrdAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKgAE0AAEAAAAwAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAFtIAIoAAAAKAEYoZltIAIoAAAAAACjcGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的点)不止包含了间隔超平面上的点，还有那些在间隔内或者错误分类的点。

对于可分但非线性可分的数据，我们可以用一个内核函数来获得非线性的分离曲线。内核函数应该找到我们数据中的一些相似的方面；它也表示了关于数据的结构的领域知识。通常，我们可以把我们想要最大化的函数写成

![](data:image/x-wmf;base64,183GmgAAAAAAAFsZrwTsCQAAAAAJQwEACQAAA4MCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAQAFxIAAAAmBg8AGgD/////AAAQAAAAwP///7j////AFgAA+AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkoJBQAAABMCAAIyChwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////PTIKsgAACgAAAAAABAAAAC0BAQAIAAAAMgpgAjkWAQAAACkvCAAAADIKYAK6FAEAAAB4eQgAAAAyCmACJBQBAAAALHkIAAAAMgpgAt8SAQAAAHh5CAAAADIKYAJPEgEAAAAoUwgAAAAyCowDZAkBAAAAMgAIAAAAMgpuAV4JAQAAADE2CAAAADIKYALIAgEAAAApAAgAAAAyCmACPAEBAAAAKAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///7sBCoAAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgrPAwkLAQAAACx5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///89MgqzAAAKAAAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKwALEFQEAAABqHwgAAAAyCsACuRMBAAAAaR8IAAAAMgrAAiYRAQAAAGoACAAAADIKwALNDwEAAABpMggAAAAyCsACoA4BAAAAai8IAAAAMgrPA3QLAQAAAGofCAAAADIKzwO6CgEAAABpLwgAAAAyCsACKw0BAAAAaXkIAAAAMgrPA3EFAQAAAGlTCAAAADIKwAKDBwEAAABpThwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////uwEKgQAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCmACgxEBAAAAax8IAAAAMgpgAkoQAQAAAHkACAAAADIKYAIhDwEAAAB5eQgAAAAyCmACQAABAAAAd1McAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFDWwXNIVaJQ/v///z0yCrQAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgpgAmYNAQAAAGF5CAAAADIKYAIhDAEAAABheQgAAAAyCmACeQYBAAAAYQAIAAAAMgpgAqgBAQAAAGF5HAAAAPsCwP0AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABQ1sFzSFWiUP7///+7AQqCAAAKAAAAAAAEAAAALQECAAQAAADwAQEACAAAADIKuQJxCgEAAADleQgAAAAyCrkCyQQBAAAA5XkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWwXNIVaJQ/v///z0yCrUAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgpgAjAIAQAAAC1OCAAAADIKYAKgAwEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAM4uAIoAAAAKAMo2Zs4uAIoAAgAAACjcGQAEAAAALQECAAQAAADwAQEAAwAAAAAA) 。

在我们最初的线性SVM中，我们的内核函数是![](data:image/x-wmf;base64,183GmgAAAAAAAHkKwQLsCQAAAABFVgEACQAAA3EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKACRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ACQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///wwjCmgAAAoAAAAAAAQAAAAtAQAACAAAADIKAAIACQEAAABqAAgAAAAyCvQAawcBAAAAVAAIAAAAMgoAAlwHAQAAAGkACAAAADIKAAIrBAEAAABqAAgAAAAyCgACSAIBAAAAaQAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///9cgCnAAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgASoIAQAAAHgACAAAADIKoAG2BgEAAAB4AAgAAAAyCqABVQMBAAAAeAAIAAAAMgqgAaIBAQAAAHgACAAAADIKoAE6AAEAAABrABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdGuhq1z+////DCMKaQAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABeAUBAAAAPQAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///9cgCnEAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAaAEAQAAACkACAAAADIKoAGzAgEAAAAsAAgAAAAyCqABBgEBAAAAKAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAgSACKAAAACgAWI2YgSACKAAAAAAAo3BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，得出一个分离超平面。内核函数![](data:image/x-wmf;base64,183GmgAAAAAAAGcMwQLsCQAAAABbUAEACQAAA60BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJACxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ACwAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///98pCo8AAAoAAAAAAAQAAAAtAQAACAAAADIK9ACMCgEAAAAyeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////eCYKOQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB+QkBAAAAKQAIAAAAMgqgAZ4GAQAAACgACAAAADIKoAGgBAEAAAApAAgAAAAyCqABswIBAAAALHkIAAAAMgqgAQYBAQAAACh5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////fKQqQAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKAAKECQEAAABqAAgAAAAyCvQA7wcBAAAAVAAIAAAAMgoAAuAHAQAAAGkACAAAADIKAAIrBAEAAABqeQgAAAAyCgACSAIBAAAAaQAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///3gmCjoAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAa4IAQAAAHgACAAAADIKoAE6BwEAAAB4AAgAAAAyCqABVQMBAAAAeAAIAAAAMgqgAaIBAQAAAHgACAAAADIKoAE6AAEAAABrABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdH5Z/XT+////3ykKkQAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABeAUBAAAAPSkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2SACKAAAACgArJ2Z2SACKAAEAAAAo3BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)产生一个分离超空间，而![](data:image/x-wmf;base64,183GmgAAAAAAAL4OwQLsCQAAAACCUgEACQAAA5kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJgDRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gDQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///7EiCjoAAAoAAAAAAAQAAAAtAQAACAAAADIK9ACQDAEAAABkeQgAAAAyCgAChAkBAAAAaksIAAAAMgr0AO8HAQAAAFQACAAAADIKAALgBwEAAABpAAgAAAAyCgACKwQBAAAAankIAAAAMgoAAkgCAQAAAGkAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////0IgqOAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKoAFJCwEAAABjAAgAAAAyCqABrggBAAAAeEsIAAAAMgqgAToHAQAAAHh5CAAAADIKoAFVAwEAAAB4SwgAAAAyCqABogEBAAAAeAAIAAAAMgqgAToAAQAAAGsAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+xIgo7AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAH9CwEAAAApeQgAAAAyCqABngYBAAAAKEsIAAAAMgqgAaAEAQAAACkACAAAADIKoAGzAgEAAAAsAAgAAAAyCqABBgEBAAAAKEscAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWVnT9X5lJ/v////QiCo8AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgATUKAQAAACsACAAAADIKoAF4BQEAAAA9SwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAIJIAIoAAAAKAMYnZoJIAIoAAAAAAMDbGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)是多项式内核的一般形式。通过内核函数，我们可以将数据投射到变换空间，其中可以找到一个分离超平面，但是在原特征空间上绘图时，结果则是一条非线性的分离曲线。为了计算出新实例的分类，我们现在利用输出的符号

![](data:image/x-wmf;base64,183GmgAAAAAAAIoMuAPsCQAAAADPUQEACQAAA8EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYANgCxIAAAAmBg8AGgD/////AAAQAAAAwP///67///8gCwAADgMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///xUtClUAAAoAAAAAAAQAAAAtAQAACAAAADIKoAFmCgEAAABieQgAAAAyCqABjwQBAAAAawAIAAAAMgqgAW4DAQAAAHl5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9wLAoQAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKAALFBgEAAABpeQgAAAAyCgACMAQBAAAAaXkIAAAAMgoPA98AAQAAAGl5CAAAADIKAALxAgEAAABpABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNbBcyGjlAr+////FS0KVgAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABWAkBAAAAK3kcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWwXMho5QK/v///3AsChEAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgr5ATcAAQAAAOV5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///8VLQpXAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAGYCAEAAAApeQgAAAAyCqABxgcBAAAAeHkIAAAAMgqgATAHAQAAACx5CAAAADIKoAHrBQEAAAB4eQgAAAAyCqABWwUBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFDWwXMho5QK/v///3AsChIAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAecBAQAAAGF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ADS4AigAAAAoAJy1mDS4AigAAAAAAKNwZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

因为大多数的权等于0，即使与线性情况比较，这仍然是相当快的计算方式。

重要的一点是要注意，SVM本来的任务是二元分类。对于两组以上的分类任务，一个通常的策略是使用多个二元分类器来选定对新情况最好的一个分类。例如，我们可以为每一个分类器创建一个分类器，一对多形式的，然后对于新的点，用结果值最大的分类函数进行分类。或者，我们可以建立分类器进行两两的比较，然后选择对于新的点，“赢”了最多两两比较的分类。（此图描画了两两分类的方法。灰线表示一个二元分类器没有作用。注意中间的区域，没有分类器在这里占优势。）

我们也可以将SVM扩展到回归的工作上，或称支持向量回归（SVR）。正如SVM一样，我们将数据投射到一个使用内核函数的SVR任务中，如此它就可以适配一个超平面。不同于给数据分类，超平面可以给出一个数据输出值的估计。此外，间隔和误差的处理也不同。指定一个参数![](data:image/x-wmf;base64,183GmgAAAAAAAGABNALsCQAAAACpXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFDWVnTEG2Gp/v///yokCi4AAAoAAAAAAAQAAAAtAQAACAAAADIKYAEiAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKALQeZlNIAIoA/////yjcGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，使得回归超平面中的较小差异不会造成误差成本，比如，当我们尝试最小化

![](data:image/x-wmf;base64,183GmgAAAAAAAJwKjATsCQAAAADtUAEACQAAA/sBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIASgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9gCQAA2AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIoAQUAAAAUAhoBrgEFAAAAEwLmAq4BBQAAABQCGgF4AQUAAAATAuYCeAEFAAAAFAIaAUoDBQAAABMC5gJKAwUAAAAUAhoBFAMFAAAAEwLmAhQDHAAAAPsCwP0AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABQ1sFzP2af1/7///8KNgqkAAAKAAAAAAAEAAAALQEBAAgAAAAyCrkCdQYBAAAA5QAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWwXM/Zp/X/v///5c2CkUAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgpgAkoEAQAAACs7HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///8KNgqlAAAKAAAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKzwMdBwEAAABpAAgAAAAyCsAC9wgBAAAAaTkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///5c2CkYAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgpgAlgFAQAAAEM7HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAABQ1sFzP2af1/7///8KNgqmAAAKAAAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKYAIrCAEAAAB4ORwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////lzYKRwAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCngBcwMBAAAAMgAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///wo2CqcAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgpgAtQBAQAAAHcACAAAADIKjANaAAEAAAAyOwgAAAAyCm4BVAABAAAAMQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAFLgCKAAAACgByOWYFLgCKAAIAAAAo3BkABAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)

当一个点落在间隔内时，![](data:image/x-wmf;base64,183GmgAAAAAAAEUEewLsCQAAAADDWAEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///y0jCvIAAAoAAAAAAAQAAAAtAQAACAAAADIKgAHZAgEAAAAwABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNZWdMTHuIP+////DCMKpQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABswEBAAAAPQAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///y0jCvMAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgrgAe4AAQAAAGkAHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAABQ1lZ0xMe4g/7///8MIwqmAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKgAEiAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOxIAIoAAAAKANQgZuxIAIoAAAAAADj1GQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)。而值非0的松弛变量则是到点所在的![](data:image/x-wmf;base64,183GmgAAAAAAAGABNALsCQAAAACpXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFDWVnTEG2Gp/v///yokCi4AAAoAAAAAAAQAAAAtAQAACAAAADIKYAEiAAEAAAB4AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKALQeZlNIAIoA/////yjcGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)区域的（线性）距离。与标准线性回归中的二次误差函数相比，那里所有估计的差异都不利于函数拟合，而对误差以与估计的平方差来惩罚。

本质上，SVR的方式与SVM差不多。对于训练数据中的每个点，我们有两个松弛变量![](data:image/x-wmf;base64,183GmgAAAAAAAKcBewLsCQAAAAAhXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+gaClMAAAoAAAAAAAQAAAAtAQAACAAAADIK4AHuAAEAAABpLxwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAUNbBc99kueL+////4g4KhwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABIgABAAAAeAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAiLgCKAAAACgD0JWYiLgCKAAAAAAAo3BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)和![](data:image/x-wmf;base64,183GmgAAAAAAAO0BngLsCQAAAACOXQEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALAARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///6E1CsEAAAoAAAAAAAQAAAAtAQAACAAAADIK9AATAQEAAAAqeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////uy8KmwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCgAC7gABAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFDWwXPeIvuz/v///6E1CsIAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgASIAAQAAAHh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AtC4AigAAAAoAUjhmtC4AigABAAAAKNwZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=),一个是回归超平面中的正的偏差，而另一个是负的偏差。

结果是对于每个点有两个相应的拉格朗日乘子![](data:image/x-wmf;base64,183GmgAAAAAAAIIJngLsCQAAAADhVQEACQAAA5kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gCAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v////gfCiMAAAoAAAAAAAQAAAAtAQAACAAAADIKoAFXBwEAAABDeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////jjgK8wAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACQQUBAAAAaXkIAAAAMgoAAloDAQAAAGl5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABQ1sFzrAkQtf7////4HwokAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAE3BgEAAACjeQgAAAAyCqABQgEBAAAAo3kcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///444CvQAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgr0AFgFAQAAACp5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////4HwolAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAHFAwEAAAAseQgAAAAyCqABNAABAAAAMHkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFDWwXOsCRC1/v///444CvUAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgATcEAQAAAGF5CAAAADIKoAFQAgEAAABheQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAkuAIoAAAAKAKobZgkuAIoAAAAAACjcGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，以及一个对于权重的重新指定的限制条件![](data:image/x-wmf;base64,183GmgAAAAAAAL8KuAPsCQAAAAD6VwEACQAAA6kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAPACRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ACQAAFwMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWwXM5F7a2/v///8gkCmQAAAoAAAAAAAQAAAAtAQAACAAAADIK+QE3AAEAAADleRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUNbBczkXtrb+////lzYKpQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABogcBAAAAPQAIAAAAMgqgASIEAQAAAC0AHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////IJAplAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKDwPfAAEAAABpAAgAAAAyCgACIgYBAAAAaQAIAAAAMgoAAnUDAQAAAGkAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+XNgqmAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKoAHICAEAAAAwAAgAAAAyCqABygYBAAAAKQAIAAAAMgqgAf8BAQAAACgAHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////IJApmAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIK9AA5BgEAAAAqABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAUNbBczkXtrb+////lzYKpwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABGAUBAAAAYQAIAAAAMgqgAWsCAQAAAGEACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Aui4AigAAAAoAyylmui4AigAAAAAAKNwZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)。得到解后，回归函数有这样的形式

![](data:image/x-wmf;base64,183GmgAAAAAAACgPuAPsCQAAAABtUgEACQAAAwUCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAPADRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ADQAAFwMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+MwCjgAAAoAAAAAAAQAAAAtAQAACAAAADIKoAGyDAEAAABiAAgAAAAyCqABMAoBAAAAeAAIAAAAMgqgAbwIAQAAAHgACAAAADIKoAFUBwEAAABrABwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////oTkKOgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAcQkBAAAAVAAIAAAAMgoAAmIJAQAAAGkACAAAADIKAAIiBgEAAABpAAgAAAAyCg8D3wABAAAAaQAIAAAAMgoAAnUDAQAAAGkAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABQ1sFzBrUXev7////jMAo5AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAGkCwEAAAArAAgAAAAyCqABIgQBAAAALQAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFDWwXMGtRd6/v///6E5CjsAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgr5ATcAAQAAAOUAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////jMAo6AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAHkCgEAAAApAAgAAAAyCqABIAgBAAAAKAAIAAAAMgqgAcoGAQAAACkACAAAADIKoAH/AQEAAAAoABwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////oTkKPAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAOQYBAAAAKgAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFDWwXMGtRd6/v///+MwCjsAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgARgFAQAAAGEACAAAADIKoAFrAgEAAABhAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAD8uAIoAAAAKANAJZj8uAIoAAQAAACjcGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)。

像之前一样，大多数权的取值为0,对于那些非0权重的点，至多有![](data:image/x-wmf;base64,183GmgAAAAAAAO0BewLsCQAAAABrXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///7ctCpIAAAoAAAAAAAQAAAAtAQAACAAAADIK4AEmAQEAAABpABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAUNbBc7q6UlT+////uRwKhwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAYQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCCLgCKAAAACgB/GWaCLgCKAAAAAAAo3BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)和![](data:image/x-wmf;base64,183GmgAAAAAAABECngLsCQAAAAByXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v////8bCg4AAAoAAAAAAAQAAAAtAQAACAAAADIK9AA9AQEAAAAqHBwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////yyYKkwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACJgEBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFDWwXO6ulJU/v////8bCg8AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgARwAAQAAAGEcCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Asy4AigAAAAoAcTZmsy4AigABAAAAKNwZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)两者其中之一是非0的。