## Module 3: Assignment 2 – Classification with Logistic Regression

# Lea Shipley

library(tidyverse)

## -- Attaching packages ------------------------------------------ tidyverse 1.2.1 --

## v ggplot2 3.2.1 v purrr 0.3.3  
## v tibble 2.1.3 v dplyr 0.8.3  
## v tidyr 1.0.0 v stringr 1.4.0  
## v readr 1.3.1 v forcats 0.4.0

## -- Conflicts --------------------------------------------- tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

library(MASS)

##   
## Attaching package: 'MASS'

## The following object is masked from 'package:dplyr':  
##   
## select

library(caret)

## Warning: package 'caret' was built under R version 3.6.2

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

library(ROCR)

## Warning: package 'ROCR' was built under R version 3.6.2

## Loading required package: gplots

## Warning: package 'gplots' was built under R version 3.6.2

##   
## Attaching package: 'gplots'

## The following object is masked from 'package:stats':  
##   
## lowess

parole = read\_csv("parole.csv")

## Parsed with column specification:  
## cols(  
## male = col\_double(),  
## race = col\_double(),  
## age = col\_double(),  
## state = col\_double(),  
## time.served = col\_double(),  
## max.sentence = col\_double(),  
## multiple.offenses = col\_double(),  
## crime = col\_double(),  
## violator = col\_double()  
## )

parole = parole %>% mutate(male = as\_factor(as.numeric(male))) %>%  
mutate(male = fct\_recode(male,"male" = "1","female" = "0")) %>%  
 mutate(race = as\_factor(as.numeric(race))) %>%  
 mutate(race = fct\_recode(race, "white" = "1", "other" = "2")) %>%  
 mutate(state = as\_factor(as.numeric(state))) %>%  
 mutate(state = fct\_recode(state, "Kentucky" = "2", "Louisiana" = "3", "Virginia" = "4", "other" = "1")) %>%  
 mutate(crime = as\_factor(as.numeric(crime))) %>%  
 mutate(crime = fct\_recode(crime, "larceny" = "2", "drugs" = "3", "driving" = "4", "other" = "1")) %>%  
 mutate(multiple.offenses = as\_factor(as.numeric(multiple.offenses))) %>%  
 mutate(multiple.offenses = fct\_recode(multiple.offenses, "yes" = "1", "no" = "0")) %>%  
 mutate(violator = as.factor(as.numeric(violator))) %>%   
 mutate(violator = fct\_recode(violator, "yes" = "1", "no" = "0"))

**Task 1**

set.seed(12345)   
train.rows = createDataPartition(y = parole$violator, p=0.7, list = FALSE) #70% in training  
train = parole[train.rows,]   
test = parole[-train.rows,]

**Task 2**

ggplot(parole, aes(x=male, fill = violator)) + geom\_bar() + theme\_bw()
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t1 = table(parole$violator, parole$male) #create a table object  
prop.table(t1, margin = 2 ) #crosstab with proportions

##   
## female male  
## no 0.8923077 0.8825688  
## yes 0.1076923 0.1174312

Males do have a slightly higher probability of violating parole than females.

ggplot(parole, aes(x=race, fill = violator)) + geom\_bar() + theme\_bw()
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t2 = table(parole$violator, parole$race) #create a table object  
prop.table(t2, margin = 2 ) #crosstab with proportions

##   
## white other  
## no 0.90488432 0.85664336  
## yes 0.09511568 0.14335664

White parolees are less likely to violate parole (0.09 vs. 0.14 for other races).

ggplot(parole, aes(x=state, fill = violator)) + geom\_bar() + theme\_bw()
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t3 = table(parole$violator, parole$state) #create a table object  
prop.table(t3, margin = 2 ) #crosstab with proportions

##   
## other Kentucky Louisiana Virginia  
## no 0.86013986 0.88333333 0.54878049 0.97878788  
## yes 0.13986014 0.11666667 0.45121951 0.02121212

State seems to be a significant predictor of violating parole, as there is a high change (0.45) that someone in Louisana will violate parole, and a very low chance (0.02) in virginia.

ggplot(parole, aes(x=crime, fill = violator)) + geom\_bar() + theme\_bw()
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t4 = table(parole$violator, parole$crime) #create a table object  
prop.table(t4, margin = 2 ) #crosstab with proportions

##   
## other larceny drugs driving  
## no 0.87619048 0.87735849 0.87581699 0.93069307  
## yes 0.12380952 0.12264151 0.12418301 0.06930693

The type of crime does not seem to be a very significant predictor of “violator.” Larceny, drug, and “other” charges all have values very close together, while a driving-related offense does have less of a probability of parole violation.

ggplot(parole, aes(x=multiple.offenses, fill = violator)) + geom\_bar() + theme\_bw()
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t5 = table(parole$violator, parole$multiple.offenses) #create a table object  
prop.table(t5, margin = 2 ) #crosstab with proportions

##   
## no yes  
## no 0.9201278 0.8535912  
## yes 0.0798722 0.1464088

Having multiple offenses is also a good predictor of parole violation.

**Task 3**

mod1 = glm(violator ~ state, parole, family = "binomial")  
summary(mod1)

##   
## Call:  
## glm(formula = violator ~ state, family = "binomial", data = parole)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.0955 -0.4981 -0.2071 -0.2071 2.7760   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.8165 0.2411 -7.534 4.92e-14 \*\*\*  
## stateKentucky -0.2079 0.3728 -0.558 0.577   
## stateLouisiana 1.6207 0.3277 4.946 7.58e-07 \*\*\*  
## stateVirginia -2.0153 0.4517 -4.461 8.15e-06 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 483.27 on 674 degrees of freedom  
## Residual deviance: 382.89 on 671 degrees of freedom  
## AIC: 390.89  
##   
## Number of Fisher Scoring iterations: 6

State appears to be the most predictive variable based on the visualizations and tables. The logistic regression model using “state” as the predictor has a AIC value of 390.89, which doesn’t seem terribly high. P-values for Louisiana and Virginia are statistically significant.

**Task 4**

allmod = glm(violator ~ male + race + state + crime + multiple.offenses, train, family = "binomial")   
summary(allmod)

##   
## Call:  
## glm(formula = violator ~ male + race + state + crime + multiple.offenses,   
## family = "binomial", data = train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.5672 -0.4146 -0.2676 -0.1394 2.9787   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.34460 0.52858 -4.436 9.18e-06 \*\*\*  
## malemale -0.06636 0.40761 -0.163 0.87068   
## raceother 1.11309 0.39609 2.810 0.00495 \*\*   
## stateKentucky 0.01788 0.48156 0.037 0.97039   
## stateLouisiana 0.05163 0.50264 0.103 0.91819   
## stateVirginia -3.70319 0.65031 -5.695 1.24e-08 \*\*\*  
## crimelarceny 0.37171 0.51172 0.726 0.46760   
## crimedrugs -0.16790 0.40729 -0.412 0.68017   
## crimedriving -0.65912 0.67618 -0.975 0.32967   
## multiple.offensesyes 1.68969 0.39298 4.300 1.71e-05 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 340.04 on 472 degrees of freedom  
## Residual deviance: 244.76 on 463 degrees of freedom  
## AIC: 264.76  
##   
## Number of Fisher Scoring iterations: 6

emptymod = glm(violator ~1, train, family = "binomial") #use ~1 to build an empty model   
summary(emptymod)

##   
## Call:  
## glm(formula = violator ~ 1, family = "binomial", data = train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -0.4972 -0.4972 -0.4972 -0.4972 2.0745   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.0281 0.1434 -14.14 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 340.04 on 472 degrees of freedom  
## Residual deviance: 340.04 on 472 degrees of freedom  
## AIC: 342.04  
##   
## Number of Fisher Scoring iterations: 4

#backward  
backmod = stepAIC(allmod, direction = "backward", trace = TRUE)

## Start: AIC=264.76  
## violator ~ male + race + state + crime + multiple.offenses  
##   
## Df Deviance AIC  
## - crime 3 246.78 260.78  
## - male 1 244.78 262.78  
## <none> 244.76 264.76  
## - race 1 252.75 270.75  
## - multiple.offenses 1 264.54 282.54  
## - state 3 326.53 340.53  
##   
## Step: AIC=260.78  
## violator ~ male + race + state + multiple.offenses  
##   
## Df Deviance AIC  
## - male 1 246.98 258.98  
## <none> 246.78 260.78  
## - race 1 254.91 266.91  
## - multiple.offenses 1 267.44 279.44  
## - state 3 332.58 340.58  
##   
## Step: AIC=258.98  
## violator ~ race + state + multiple.offenses  
##   
## Df Deviance AIC  
## <none> 246.98 258.98  
## - race 1 254.96 264.96  
## - multiple.offenses 1 267.66 277.66  
## - state 3 332.93 338.93

summary(backmod)

##   
## Call:  
## glm(formula = violator ~ race + state + multiple.offenses, family = "binomial",   
## data = train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.3609 -0.4094 -0.2705 -0.1575 2.9653   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.51087 0.36354 -6.907 4.96e-12 \*\*\*  
## raceother 1.09382 0.38974 2.807 0.00501 \*\*   
## stateKentucky 0.07372 0.46051 0.160 0.87282   
## stateLouisiana 0.10381 0.50018 0.208 0.83559   
## stateVirginia -3.60795 0.63788 -5.656 1.55e-08 \*\*\*  
## multiple.offensesyes 1.73482 0.39421 4.401 1.08e-05 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 340.04 on 472 degrees of freedom  
## Residual deviance: 246.98 on 467 degrees of freedom  
## AIC: 258.98  
##   
## Number of Fisher Scoring iterations: 6

forwardmod = stepAIC(emptymod, direction = "forward", scope=list(upper=allmod,lower=emptymod),  
 trace = TRUE)

## Start: AIC=342.04  
## violator ~ 1  
##   
## Df Deviance AIC  
## + state 3 275.18 283.18  
## + multiple.offenses 1 335.02 339.02  
## + race 1 336.51 340.51  
## <none> 340.04 342.04  
## + crime 3 335.07 343.07  
## + male 1 339.72 343.72  
##   
## Step: AIC=283.18  
## violator ~ state  
##   
## Df Deviance AIC  
## + multiple.offenses 1 254.96 264.96  
## + race 1 267.66 277.66  
## <none> 275.18 283.18  
## + male 1 275.13 285.13  
## + crime 3 271.72 285.72  
##   
## Step: AIC=264.96  
## violator ~ state + multiple.offenses  
##   
## Df Deviance AIC  
## + race 1 246.98 258.98  
## <none> 254.96 264.96  
## + male 1 254.91 266.91  
## + crime 3 252.75 268.75  
##   
## Step: AIC=258.98  
## violator ~ state + multiple.offenses + race  
##   
## Df Deviance AIC  
## <none> 246.98 258.98  
## + male 1 246.78 260.78  
## + crime 3 244.78 262.79

summary(forwardmod)

##   
## Call:  
## glm(formula = violator ~ state + multiple.offenses + race, family = "binomial",   
## data = train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.3609 -0.4094 -0.2705 -0.1575 2.9653   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.51087 0.36354 -6.907 4.96e-12 \*\*\*  
## stateKentucky 0.07372 0.46051 0.160 0.87282   
## stateLouisiana 0.10381 0.50018 0.208 0.83559   
## stateVirginia -3.60795 0.63788 -5.656 1.55e-08 \*\*\*  
## multiple.offensesyes 1.73482 0.39421 4.401 1.08e-05 \*\*\*  
## raceother 1.09382 0.38974 2.807 0.00501 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 340.04 on 472 degrees of freedom  
## Residual deviance: 246.98 on 467 degrees of freedom  
## AIC: 258.98  
##   
## Number of Fisher Scoring iterations: 6

Both the forward stepwise and backward stepwise models use “race,” “state,” and “multiple.offenses” as the predictor variables. The state of Virginia, having multiple offenses, and race of “other” are the statistically significant variables. Interestingly, the state of Louisiana is not statistically significant. These models do have a lower AIC value than the model using “state” as the only predictor variable. The model includes “multiple.offenses,” which intuitively would seem like a good predictor. And, when considering the visualizations, these variables combined do seem like they would be good predictors.

**Task 5**

mod2 = glm(violator ~ state + multiple.offenses + race, train, family = "binomial")  
summary(mod2)

##   
## Call:  
## glm(formula = violator ~ state + multiple.offenses + race, family = "binomial",   
## data = train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.3609 -0.4094 -0.2705 -0.1575 2.9653   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.51087 0.36354 -6.907 4.96e-12 \*\*\*  
## stateKentucky 0.07372 0.46051 0.160 0.87282   
## stateLouisiana 0.10381 0.50018 0.208 0.83559   
## stateVirginia -3.60795 0.63788 -5.656 1.55e-08 \*\*\*  
## multiple.offensesyes 1.73482 0.39421 4.401 1.08e-05 \*\*\*  
## raceother 1.09382 0.38974 2.807 0.00501 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 340.04 on 472 degrees of freedom  
## Residual deviance: 246.98 on 467 degrees of freedom  
## AIC: 258.98  
##   
## Number of Fisher Scoring iterations: 6

The AIC value for this model is the same as the forward stepwise and backward stepwise models in the previous step. Race(other), having multiple offenses, and the state of Virginia are significant.

**Task 6**

newdata = data.frame(state = "Louisiana", multiple.offenses = "yes", race = "white", SibSp = 3)  
predict(forwardmod, newdata, type="response")

## 1   
## 0.3379961

The predicted probability of parole violation for Parolee 1 (Louisiana with multiple offenses and white race) is 0.34.

newdata = data.frame(state = "Kentucky", multiple.offenses = "no", race = "other", SibSp = 3)  
predict(forwardmod, newdata, type="response")

## 1   
## 0.2069629

The predicted probability of parole violation for Parolee 2 (Kentucky with no multiple offenses and other race) is 0.21.

**Task 7**

predictions = predict(mod2, type="response") #develop predicted probabilities  
head(predictions)

## 1 2 3 4 5 6   
## 0.07509978 0.19512504 0.19512504 0.07509978 0.07509978 0.19512504

#Change this next line to the names of your predictions and the response variable in the training data frame  
ROCRpred = prediction(predictions, train$violator)   
  
###You shouldn't need to ever change the next two lines:  
ROCRperf = performance(ROCRpred, "tpr", "fpr")  
plot(ROCRperf, colorize=TRUE, print.cutoffs.at=seq(0,1,by=0.1), text.adj=c(-0.2,1.7))

![](data:image/png;base64,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)

#Determine threshold to balance sensitivity and specificity  
#DO NOT modify this code  
opt.cut = function(perf, pred){  
 cut.ind = mapply(FUN=function(x, y, p){  
 d = (x - 0)^2 + (y-1)^2  
 ind = which(d == min(d))  
 c(sensitivity = y[[ind]], specificity = 1-x[[ind]],   
 cutoff = p[[ind]])  
 }, perf@x.values, perf@y.values, pred@cutoffs)  
}  
print(opt.cut(ROCRperf, ROCRpred))

## [,1]  
## sensitivity 0.7272727  
## specificity 0.8588517  
## cutoff 0.2069629

The probability threshold that best balances specificity and sensitivity on the training set is 0.21.

#confusion matrix  
t6 = table(train$violator,predictions > 0.2069629)  
t6

##   
## FALSE TRUE  
## no 359 59  
## yes 15 40

(t6[1,1]+t1[2,2])/nrow(train) #calculating accuracy

## [1] 0.8942918

**Task 8**

Given the cutoff of 0.2069629 from Task 7, the accuracy of the model on the training set is 0.89, the sensitivity is 0.73, and the specificity is 0.86. Incorrectly classifying a parolee could result in denying parole for inmates who would be unlikely to violate parole. Or, granting parole to an inmate who is likely to commit another crime and violate parole, which could also have negative implications for society.

**Task 9**

t6 = table(train$violator,predictions > 0.5) # trial and error to maximize accuracy   
t6

##   
## FALSE TRUE  
## no 405 13  
## yes 36 19

(t6[1,1]+t6[2,2])/nrow(train)

## [1] 0.8964059

t6 = table(train$violator,predictions > 0.6) # trial and error to maximize accuracy   
t6

##   
## FALSE TRUE  
## no 406 12  
## yes 39 16

(t6[1,1]+t6[2,2])/nrow(train)

## [1] 0.8921776

t6 = table(train$violator,predictions > 0.4) # trial and error to maximize accuracy   
t6

##   
## FALSE TRUE  
## no 405 13  
## yes 36 19

(t6[1,1]+t6[2,2])/nrow(train)

## [1] 0.8964059

t6 = table(train$violator,predictions > 0.3) # trial and error to maximize accuracy   
t6

##   
## FALSE TRUE  
## no 376 42  
## yes 22 33

(t6[1,1]+t6[2,2])/nrow(train)

## [1] 0.8646934

t6 = table(train$violator,predictions > 0.1) # trial and error to maximize accuracy   
t6

##   
## FALSE TRUE  
## no 350 68  
## yes 15 40

(t6[1,1]+t6[2,2])/nrow(train)

## [1] 0.8245243

**Task 10**

test\_preds = predict(mod2, newdata = test, type = "response")  
head(test\_preds)

## 1 2 3 4 5 6   
## 0.07509978 0.07509978 0.19512504 0.07509978 0.57878248 0.19512504

t7 = table(test$violator,test\_preds > 0.5)   
t7

##   
## FALSE TRUE  
## no 174 5  
## yes 15 8

(t7[1,1]+t7[2,2])/nrow(test)

## [1] 0.9009901