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| 设计选题的背景与意义、理论与实证准备、拟解决的问题、研究（设计）方法与技术路线 | 1. **选题的背景与意义**   随着物联网和 5G 技术的不断发展，社会开始进入互感、互联的大数据应用时代。人们可以通过安装在物体上的传感器来实时收集“信息”（即时间序列数据，简称时序数据），从而监控物体现有状态和预测物体未来状态。时间序列数据指的是同一对象在不同时间点上收集到的一串有序数据，比如，电商公司每个月的销售总数量、某城市每天PM2.5 的变化值和某道路每小时的交通流量等等。它广泛存在于工业、医疗和金融等各个领域中。  通常时间序列数据中蕴含着丰富的信息，挖掘分析这些信息能够帮助人们理解现象预测未来。比如，在股市中，分析股票历史以来的每日收盘价格组成的时间序列数据来预测未来时间的股价。  通常,对于时间序列数据的分析主要包括时间序列预测以及时间序列分类，而本文我们主要研究时间序列预测的问题。  时间序列预测是通过分析历史的时间序列数据，找到时间序列数据所表现出来的发展趋势，从而预测下一刻时间或以后一段时间可能的取值。传统的时间序列预测方法仅仅依据历史值进行线性加权预测，难以对序列数据的非线性进行建模，导致预测精度不高。传统的机器学习方法通过构建时间序列特征对未来值进行预测，虽然其具有优秀的非线性建模能力，但未考虑序列数据的时间依赖关系和变量之间的相关性，从而难以达到高精度预测。而深度学习不仅具有强大的非线性建模能力，同时循环神经网络及其变形能有效对序列的长期依赖关系进行建模，自注意力机制能有效捕获序列数据之间的相关性，对于提高预测精度具有重要的作用。  综上所述，深度学习能学习数据隐含信息的抽象特征表示，同时能有效对序列变量之间的相关性以及数据长期依赖关系进行建模，从而可以更好的理解和表达数据的隐含信息，使得预测精度和分类准确率都有极大的提高。因此，本文利用深度学习方法对时间序列数据进行预测具有重要的研究意义。   1. **理论与实证准备**   机器学习指计算机通过分析和学习大量已有数据，从而拥有预测判断和做出最佳决策的能力。其代表算法有深度学习、人工神经网络、决策树、增强算法等。它使用算法来解析数据，从中学习，然后对真实世界中的事件做出决策和预测。  BP(back propagation)神经网络是1986年由Rumelhart和McClelland为首的科学家提出的概念，是一种按照误差逆向传播算法训练的[多层前馈神经网络](https://baike.baidu.com/item/%E5%A4%9A%E5%B1%82%E5%89%8D%E9%A6%88%E7%A5%9E%E7%BB%8F%E7%BD%91%E7%BB%9C/10435655)，是应用最广泛的神经网络模型之一。  递归神经网络（RNN）是深度神经网络（DNN）的一大研究分支，而长短期记忆神经网络（LSTM）则是一种新型的具有记忆块机制的改进递归神经网络，LSTM同时具有网络模型学习与记忆功能。  LSTM 作为循环神经网络的一种特殊形式，首先由 Hochreiter 等在 1997 年提出［19］，如今已广泛应用于时间序列数据的预测。经典 LSTM 是在原始 RNN 隐藏层中增加一个传输的单元状态（Cell state），并由三个门控单元（Gate）控制，即输入门 It、遗忘门 Ft 和输出门 Ot，结构如图 1 所示    图1  文献[1] 针对现有股价预测模型较复杂导致实际应用性不强的问题,构建一个计算简便可广泛应用的时序权重均值模型,并选取沪深A股市场207支股票的243个交易日收盘价对该模型与常用的算数平均数法的预测精度进行对比。  文献[2]利用1961-2020年黄河流域河南段的逐月气象数据,计算不同时间尺度的标准化降水蒸散指数（SPEI）,在Copula熵的基础上根据Hampel准则选择干旱驱动因子,构建多变量长短时记忆（LSTM）神经网络预测模型.  文献[3] 提出了一种基于Softmax函数的注意力模块，并将其应用在LSTM的输入前，使模型可以根据输入数据中的时间和空间信息，自主地生成带有权重的词义向量，并赋予输入序列时间和空间注意力权重值.注意力机制增强了LSTM模型对时间序列的处理能力  文献[4] 提出一种基于长短期记忆网络（long short-term memory，LSTM）与一维卷积神经网络（1-dimensional convolutional neural network， 1DCNN）的目标轨迹预测方法。  文献[5]提出一种基于时序数据对工作面设备进行故障预测的方法。  文献[6] 提出了一种基于时序集成森林的股票多类别预测算法。该算法分为两部分,首先是随机森林改进的LSTM进行股票的收盘价预测;其次,根据第二天预测的收盘价与前一天的收盘价对比得到涨跌信号;最后将LSTM提取的时序特征与涨跌信号输入集成森林进行股票的涨跌预测。  文献[7] 提出了一种人工经验与主成分分析相结合的长短期记忆网络方法 （AEPCA-LSTM）,利用运行过程中的监测时序数据对设备运行趋势进行预测。  文献[8] 对时间序列数据传统的预测和分类方法进行调研,同时调研深度学习的相关理论知识,主要包括卷积神经网络、循环神经网络和注意力机制,并重点研究基于深度学习的时序预测和分类方法。  文献[9] 基于Xgboost模型的特征生成方法研究。研究发现输入特征对股票指数预测模型的性能具有重大影响。现有特征选择与特征提取方法在利用基础数据信息方面存在着部分丢失与不充分的问题。  文献[10] 采用了一种基于经验模态分解（EMD）和长短期记忆网络（LSTM）模型的组合预测方法,对股指进行统计性描述,发现中国3个股指的波动具有明显区别,就这一特征对数据进行建模。  文献[11] 与单一结构的LSTM神经网络模型预测相比,本文提出的RF-LSTM组合模型预测的平均绝对误差（MAE）、均方误差（MSE）和均方根误差（RMSE）分别减小了13.11%,6.70%和12.54%。该组合模型可提高股票价格预测的准确性。  文献[12] 使用ARIMA模型抓取数据的线性特征,使用GRU模型抓取数据的非线性特征,选取合适的参数以及网络优化算法调整网络以获得更好结果,其后与其他模型的预测结果进行了对比.  文献[13] 提出一种基于改进型BP神经网络的多变量时间序列预测方法。该方法对多变量时序数据建模预测能力较强,能够在有效减少训练时间的前提下,提高数据预测的精度。  文献[14]利用小波分析对金融时间序列做多尺度分解、去噪,借助改进的粒子群算法对BP神经网络的隐层进行优化,并建立金融时间序列的分层预测模型。  文献[15] 设计了一种基于惯性权重改进花朵授粉算法（MFPA）和误差逆向传播（BP）神经网络结合的MFPA-BP短时交通流预测模型。  […]   1. **拟解决的问题**   1）如何抽象并研究时序数据的下降波动特征的指标。  2）标测试模型能否识别下降波动数据。  3）结果的拟合程度，并对优化前和优化后进行对比。  4）重复迭代优化模型参数，提高模型准确率。   1. **研究方法与技术路线**   针对上述存在问题，本文会去解决上面四个问题，本系统会以长短期神经记忆网络为基础对训练集进行训练。具体研究内容如下：   1. 数据获取与预处理。获取时序数据的预选数据集并进行预处理。剔除掉一些明显错误的特殊数据，并搭建LSTM神经网络架构。 2. 处理数据，并选择出训练集和测试集。 3. 构建一种基于BP神经网络的预测模型设计。 4. 构建一种新的以LSTM为主要基分类器的集成学习模型。 5. 构建新的集成学习模型，判断模型是否能识别出下降波动特征并与传统的集成学习模型对比，以验证新的集成学习模型的有效性。 6. 对于最终的预测结果，将使用准确率和召回率对预测的结果进行计算，根据计算的结果判定预测结果是否正确。 | | | | | | | | | |
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| 工作步骤与时间安排 | 2021年9月11日-2021年9月25日：阅读相关文献.  2021年9月26日-2021年-12月25日：学习python相关语法，numpy，pandas的简单使用机器学习、深度学习等理论与技术。  2022年1月10日前完成开题报告并完成答辩。  2022年1月10日-2022年2月1日 获取时序数据的预选数据集，并进行数据的剔除以及训练集，验证集，测试集的分割。并撰写关于时序数据获取和处理部分的毕业论文。  2022年2月1日-2022年2月20日 编写代码，构建基于BP神经网络的预测模型，进行训练并调参优化。并撰写关于BP神经网络预测模型构建的毕业论文。  2022年2月21日-2022年3月10日 编写代码，构建LSTM神经网络模型，并进行训练并调参优化。并撰写关于长短期记忆神经网络构建的毕业论文。  2022年3月10日-2011年3月15 测试模型的有效性并完成修改，进而完成关于模型对比的毕业论文  2022年3月15日-2022年3月25日 完成论文初稿撰写  2022年3月25日-2022年4月15日 继续完善代码，并完成毕业论文的终稿。  2022年4月15日-2022年5月26日 提交毕业论文并完成毕业答辩 | | | | | | | | | |
| 开题答辩评语 | （从选题、理论与实证准备、研究（设计）方法、工作安排等方面给出评价，并提出指导意见）  指导教师签名：  年 月 日 | | | | | | | | | |

注：此表由学生填写后交指导教师签署意见，并交院系教务办保存，否则不得开题；此表将作为毕业设计最终评分的依据。