I/O monitoring system for HPC datacenters

CS5352 Course Project, Spring 2021

[This project accepts two students.]

**Contact**

Misha Ahmadian (misha.ahmadian@ttu.edu)

**Description**

Parallel file systems are designed for high-performance computing systems and data centers to store data across multiple storage systems. A parallel file system breaks up the data and distributes the blocks to multiple storage servers in order to facilitate high-performance data access via concurrent I/O operations between client and storage nodes. Due to the distributed nature of parallel file systems, monitoring the I/O operations on each storage server is not a trivial job and requires developing specific monitoring tools for different file system operations.

In this project, we will study the Lustre parallel file system and will design and build a tool to collect some specific data from parallel I/O operations and parameters on each Object Storage Server (OSS) and store them in a remote NoSQL database. Then, the collected data will be analyzed in a future project for monitoring and data analysis purposes.

**Requirements**

* Knowledge of Python
* Knowledge of file systems
* Knowledge of Linux

**Students will have a chance to learn about:**

* Lustre Parallel File System
* RabbitMQ Message Broker System
* InfluxDB Timeseries Database
* Neo4j Graph Database
* Job Schedulers such as SLURM
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