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# Objective

Using logistic and tree-based models to predict the likelihood of customers canceling their service with a telecommunication company

In this experiment, the Random forest model demonstrated superior performance, achieving the highest roc\_auc, with an accuracy of 80%, specificity of 90% and sensitivity of 57%, outperforming all the models

# Loading worksheet  
telecom\_df <- readRDS("C:/Users/user/Downloads/telecom\_df.rds")  
  
# Have a look at the structure of this telecom dataset  
str(telecom\_df)

## Classes 'tbl\_df', 'tbl' and 'data.frame': 975 obs. of 9 variables:  
## $ canceled\_service : Factor w/ 2 levels "yes","no": 1 1 2 1 2 2 1 2 1 2 ...  
## $ cellular\_service : Factor w/ 2 levels "multiple\_lines",..: 2 2 2 1 1 2 1 1 2 1 ...  
## $ avg\_data\_gb : num 7.78 9.04 10.32 5.08 8.05 ...  
## $ avg\_call\_mins : num 497 336 262 250 328 326 525 312 417 340 ...  
## $ avg\_intl\_mins : num 127 88 55 107 122 114 97 147 96 136 ...  
## $ internet\_service : Factor w/ 2 levels "fiber\_optic",..: 1 1 1 2 2 1 1 1 2 1 ...  
## $ contract : Factor w/ 3 levels "month\_to\_month",..: 1 1 2 2 3 1 1 2 1 1 ...  
## $ months\_with\_company: num 7 10 50 53 50 25 19 50 8 61 ...  
## $ monthly\_charges : num 76.5 94.9 103 60 75.2 ...

# Preparations

## Loading R packages

library(tidyverse)

## Warning: package 'tidyverse' was built under R version 4.1.3

## Warning: package 'tibble' was built under R version 4.1.3

## Warning: package 'tidyr' was built under R version 4.1.3

## Warning: package 'readr' was built under R version 4.1.3

## Warning: package 'purrr' was built under R version 4.1.3

## Warning: package 'dplyr' was built under R version 4.1.3

## Warning: package 'stringr' was built under R version 4.1.3

## Warning: package 'forcats' was built under R version 4.1.3

## Warning: package 'lubridate' was built under R version 4.1.3

library(parsnip)  
library(rsample)  
library(recipes)  
library(tune)  
library(workflows)

## Warning: package 'workflows' was built under R version 4.1.3

library(yardstick)

## Warning: package 'yardstick' was built under R version 4.1.3

# Data resampling to create train/test dataset

# Include strata argument to ensure similar outcome distribution  
set.seed(100)  
telecom\_split <- telecom\_df %>% initial\_split(prop = 0.75, strata = canceled\_service)  
telecom\_training <- training(telecom\_split)  
telecom\_test <- testing(telecom\_split)  
  
# View the telecom\_split  
telecom\_split

## <Training/Testing/Total>  
## <731/244/975>

# EDA

# Check for missing values  
colSums(is.na(telecom\_df))

## canceled\_service cellular\_service avg\_data\_gb avg\_call\_mins   
## 0 0 0 0   
## avg\_intl\_mins internet\_service contract months\_with\_company   
## 0 0 0 0   
## monthly\_charges   
## 0

# Check numeric variables for multicollinearity  
telecom\_training %>% select\_if(is.numeric) %>% cor()

## avg\_data\_gb avg\_call\_mins avg\_intl\_mins months\_with\_company  
## avg\_data\_gb 1.0000000 0.15535994 0.12806660 0.4281637  
## avg\_call\_mins 0.1553599 1.00000000 0.04243445 0.0161803  
## avg\_intl\_mins 0.1280666 0.04243445 1.00000000 0.2236808  
## months\_with\_company 0.4281637 0.01618030 0.22368084 1.0000000  
## monthly\_charges 0.9577667 0.16077613 0.13118271 0.4551050  
## monthly\_charges  
## avg\_data\_gb 0.9577667  
## avg\_call\_mins 0.1607761  
## avg\_intl\_mins 0.1311827  
## months\_with\_company 0.4551050  
## monthly\_charges 1.0000000

# Logistic regression and fitting model

# Create model specification  
lr\_model <- logistic\_reg() %>%  
 set\_engine("glm") %>%  
 set\_mode("classification")  
# fitting model  
lr\_fit <- lr\_model %>%   
 fit(canceled\_service ~ ., data = telecom\_training)  
  
# use augment instead to yield both predicted class and probability values  
lr\_aug <- augment(lr\_fit, telecom\_test)  
colnames(lr\_aug)

## [1] ".pred\_class" ".pred\_yes" ".pred\_no"   
## [4] "canceled\_service" "cellular\_service" "avg\_data\_gb"   
## [7] "avg\_call\_mins" "avg\_intl\_mins" "internet\_service"   
## [10] "contract" "months\_with\_company" "monthly\_charges"

# customize own metric set function  
tel\_metric <- metric\_set(accuracy, roc\_auc)  
  
lr\_no\_tune <- tel\_metric(lr\_aug, truth = canceled\_service, estimate = .pred\_class, .pred\_yes)  
lr\_no\_tune

## # A tibble: 2 x 3  
## .metric .estimator .estimate  
## <chr> <chr> <dbl>  
## 1 accuracy binary 0.783  
## 2 roc\_auc binary 0.842

# Decision tree and fitting model

dt\_model <- decision\_tree() %>%  
 set\_engine("rpart") %>%  
 set\_mode("classification")  
# fitting model  
dt\_fit <- dt\_model %>%   
 fit(canceled\_service ~ ., data = telecom\_training)  
# One drawback of using a tree model is no longer have model coefficients to help interpret the model  
  
# use augment to yield both predicted class and probability values  
dt\_aug <- augment(dt\_fit, telecom\_test)  
colnames(dt\_aug)

## [1] ".pred\_class" ".pred\_yes" ".pred\_no"   
## [4] "canceled\_service" "cellular\_service" "avg\_data\_gb"   
## [7] "avg\_call\_mins" "avg\_intl\_mins" "internet\_service"   
## [10] "contract" "months\_with\_company" "monthly\_charges"

dt\_no\_tune <- tel\_metric(dt\_aug, truth = canceled\_service, estimate = .pred\_class, .pred\_yes)  
dt\_no\_tune

## # A tibble: 2 x 3  
## .metric .estimator .estimate  
## <chr> <chr> <dbl>  
## 1 accuracy binary 0.795  
## 2 roc\_auc binary 0.790

# Compare lr and dt models

bind\_cols(lr\_no\_tune, dt\_no\_tune) %>%  
 select(1,3,6) %>%  
 rename(metric = .metric...1, lr\_no\_tune = .estimate...3, dt\_no\_tune = .estimate...6)

## New names:

## # A tibble: 2 x 3  
## metric lr\_no\_tune dt\_no\_tune  
## <chr> <dbl> <dbl>  
## 1 accuracy 0.783 0.795  
## 2 roc\_auc 0.842 0.790

*Logistic regression model perform better than decision tree model, with a slightly higher roc\_auc*

# Feature Engineering

# Define column roles and determine variable data type  
telecom\_recipe <- recipe(canceled\_service ~ ., data = telecom\_training) %>%  
 # and Data preprocessing steps  
 step\_corr(all\_numeric\_predictors(), threshold = 0.8) %>%  
 step\_normalize(all\_numeric\_predictors()) %>%  
 step\_dummy(all\_nominal\_predictors(), -all\_outcomes())  
  
# note that the roc\_auc = 0.674 when log transformed the numeric predictors  
# prep to train the recipe   
# bake to apply recipe to the same training data  
recipe\_object <- telecom\_recipe %>% prep()  
  
baked <- bake(recipe\_object, new\_data = NULL)  
str(baked)

## tibble [731 x 9] (S3: tbl\_df/tbl/data.frame)  
## $ avg\_data\_gb : num [1:731] 1.084 -0.105 0.55 0.602 0.896 ...  
## $ avg\_call\_mins : num [1:731] -1.135 -0.271 -0.297 -0.481 -0.114 ...  
## $ avg\_intl\_mins : num [1:731] -1.741 0.458 0.195 1.278 0.917 ...  
## $ months\_with\_company : num [1:731] 0.641 0.641 -0.359 0.641 1.081 ...  
## $ canceled\_service : Factor w/ 2 levels "yes","no": 2 2 2 2 2 2 2 2 2 2 ...  
## $ cellular\_service\_single\_line: num [1:731] 1 0 1 0 0 1 1 0 0 0 ...  
## $ internet\_service\_digital : num [1:731] 0 1 0 0 0 1 0 1 1 1 ...  
## $ contract\_one\_year : num [1:731] 1 0 0 1 0 0 0 0 0 1 ...  
## $ contract\_two\_year : num [1:731] 0 1 0 0 0 0 0 1 0 0 ...

# to explore the effects of each steps in the recipe after prepared  
tidy(recipe\_object, number = 1)

## # A tibble: 1 x 2  
## terms id   
## <chr> <chr>   
## 1 monthly\_charges corr\_h6Pon

tidy(recipe\_object, number = 3)

## # A tibble: 4 x 3  
## terms columns id   
## <chr> <chr> <chr>   
## 1 cellular\_service single\_line dummy\_EKyjl  
## 2 internet\_service digital dummy\_EKyjl  
## 3 contract one\_year dummy\_EKyjl  
## 4 contract two\_year dummy\_EKyjl

*monthly\_charges has been removed and the nominal variables have been dummy encoded*

# Create workflow object for lr\_model

### Tree-based models do not need much data preprocessing

# apply feature engineering to logistic regression model  
telecom\_lr\_wkfl <- workflow() %>%  
 add\_model(lr\_model) %>%  
 add\_recipe(telecom\_recipe)  
# view the workflow 1  
telecom\_lr\_wkfl

## == Workflow ====================================================================  
## Preprocessor: Recipe  
## Model: logistic\_reg()  
##   
## -- Preprocessor ----------------------------------------------------------------  
## 3 Recipe Steps  
##   
## \* step\_corr()  
## \* step\_normalize()  
## \* step\_dummy()  
##   
## -- Model -----------------------------------------------------------------------  
## Logistic Regression Model Specification (classification)  
##   
## Computational engine: glm

## Train, fit, predict and assess the lr workflow

# Train, fit and predict workflow 1  
telecom\_lr\_wkfl\_fit <- telecom\_lr\_wkfl %>%  
 last\_fit(split = telecom\_split)  
# view the performance metrics on the test set  
lr\_wkfl\_fit\_metrics <- telecom\_lr\_wkfl\_fit %>% collect\_metrics()  
lr\_wkfl\_fit\_metrics

## # A tibble: 2 x 4  
## .metric .estimator .estimate .config   
## <chr> <chr> <dbl> <chr>   
## 1 accuracy binary 0.775 Preprocessor1\_Model1  
## 2 roc\_auc binary 0.847 Preprocessor1\_Model1

# Compare 3 models

bind\_cols(lr\_no\_tune, dt\_no\_tune, lr\_wkfl\_fit\_metrics) %>%  
 select(1,3,6,9) %>%  
 rename(metric = .metric...1, lr\_no\_tune = .estimate...3, dt\_no\_tune = .estimate...6, lr\_preprocess = .estimate...9)

## New names:

## # A tibble: 2 x 4  
## metric lr\_no\_tune dt\_no\_tune lr\_preprocess  
## <chr> <dbl> <dbl> <dbl>  
## 1 accuracy 0.783 0.795 0.775  
## 2 roc\_auc 0.842 0.790 0.847

*The feature-engineered logistic regression model shows a minor rise in roc\_auc, but the decision tree model exhibits the highest accuracy*

# Bagged ensemble and fitting model

# Create model specification  
library(baguette)

## Warning: package 'baguette' was built under R version 4.1.3

bag\_model <- bag\_tree() %>%  
 set\_mode("classification") %>%  
 set\_engine("rpart", times = 20)  
# fitting model  
bag\_fit <- bag\_model %>%  
 fit(canceled\_service ~ ., data = telecom\_training)  
# view the model object for the feature importance derived from bag model  
bag\_fit

## parsnip model object  
##   
## Bagged CART (classification with 20 members)  
##   
## Variable importance scores include:  
##   
## # A tibble: 8 x 4  
## term value std.error used  
## <chr> <dbl> <dbl> <int>  
## 1 avg\_data\_gb 116. 2.27 20  
## 2 avg\_call\_mins 106. 2.60 20  
## 3 months\_with\_company 104. 3.42 20  
## 4 monthly\_charges 103. 2.88 20  
## 5 avg\_intl\_mins 75.7 2.49 20  
## 6 contract 39.0 3.14 20  
## 7 internet\_service 22.5 1.63 20  
## 8 cellular\_service 16.0 1.26 20

*Avg\_data\_gb seems to be the most relevant predictor for customer canceling the service*

## Assessing performance metrics for bag\_model

bag\_aug <- augment(bag\_fit, telecom\_test)  
colnames(bag\_aug)

## [1] ".pred\_class" ".pred\_yes" ".pred\_no"   
## [4] "canceled\_service" "cellular\_service" "avg\_data\_gb"   
## [7] "avg\_call\_mins" "avg\_intl\_mins" "internet\_service"   
## [10] "contract" "months\_with\_company" "monthly\_charges"

bag\_no\_tune <- tel\_metric(bag\_aug, truth = canceled\_service, estimate = .pred\_class, .pred\_yes)  
bag\_no\_tune

## # A tibble: 2 x 3  
## .metric .estimator .estimate  
## <chr> <chr> <dbl>  
## 1 accuracy binary 0.787  
## 2 roc\_auc binary 0.830

# Compare 4 models

bind\_cols(lr\_no\_tune, dt\_no\_tune, lr\_wkfl\_fit\_metrics, bag\_no\_tune) %>%  
 select(1,3,6,9,13) %>%  
 rename(metric = .metric...1, lr\_no\_tune = .estimate...3, dt\_no\_tune = .estimate...6, lr\_preprocess = .estimate...9, bag\_no\_tune = .estimate...13)

## New names:

## # A tibble: 2 x 5  
## metric lr\_no\_tune dt\_no\_tune lr\_preprocess bag\_no\_tune  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 accuracy 0.783 0.795 0.775 0.787  
## 2 roc\_auc 0.842 0.790 0.847 0.830

*Similarly, the feature-engineered logistic regression model shows the highest in roc\_auc, while the decision tree model exhibits the highest accuracy of 80%*

# Random Forest and fitting model

# Create model specification  
# rand\_forest() from parsnip package  
rf\_model <- rand\_forest() %>%  
 set\_mode("classification") %>%  
 set\_engine("ranger", importance = "impurity")  
# fitting model  
rf\_fit <- rf\_model %>%  
 fit(canceled\_service ~ ., data = telecom\_training)  
# view the model object for the feature importance derived from rf model  
vip::vip(rf\_fit)

![](data:image/png;base64,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)

*In contrast with the bag\_model, avg\_call\_mins seems to be the most relevant predictor for customer canceling the service*

## Assessing performance metrics for rf\_model

rf\_aug <- augment(rf\_fit, telecom\_test)  
colnames(rf\_aug)

## [1] ".pred\_class" ".pred\_yes" ".pred\_no"   
## [4] "canceled\_service" "cellular\_service" "avg\_data\_gb"   
## [7] "avg\_call\_mins" "avg\_intl\_mins" "internet\_service"   
## [10] "contract" "months\_with\_company" "monthly\_charges"

rf\_no\_tune <- tel\_metric(rf\_aug, truth = canceled\_service, estimate = .pred\_class, .pred\_yes)  
rf\_no\_tune

## # A tibble: 2 x 3  
## .metric .estimator .estimate  
## <chr> <chr> <dbl>  
## 1 accuracy binary 0.795  
## 2 roc\_auc binary 0.850

# Compare 5 models

bind\_cols(lr\_no\_tune, dt\_no\_tune, lr\_wkfl\_fit\_metrics, bag\_no\_tune, rf\_no\_tune) %>%  
 select(1,3,6,9,13,16) %>%  
 rename(metric = .metric...1, lr\_no\_tune = .estimate...3, dt\_no\_tune = .estimate...6, lr\_preprocess = .estimate...9, bag\_no\_tune = .estimate...13, rf\_no\_tune = .estimate...16)

## New names:

## # A tibble: 2 x 6  
## metric lr\_no\_tune dt\_no\_tune lr\_preprocess bag\_no\_tune rf\_no\_tune  
## <chr> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 accuracy 0.783 0.795 0.775 0.787 0.795  
## 2 roc\_auc 0.842 0.790 0.847 0.830 0.850

*The random forest model outperform all the models with the highest roc\_auc of 0.848*

# Boosted Tree and fitting model

# Create model specification  
# rand\_forest() from parsnip package  
boost\_model <- boost\_tree() %>%  
 set\_mode("classification") %>%  
 set\_engine("xgboost")  
# fitting model  
boost\_fit <- boost\_model %>%  
 fit(canceled\_service ~ ., data = telecom\_training)

## Assessing performance metrics for boost\_model

boost\_aug <- augment(boost\_fit, telecom\_test)  
colnames(boost\_aug)

## [1] ".pred\_class" ".pred\_yes" ".pred\_no"   
## [4] "canceled\_service" "cellular\_service" "avg\_data\_gb"   
## [7] "avg\_call\_mins" "avg\_intl\_mins" "internet\_service"   
## [10] "contract" "months\_with\_company" "monthly\_charges"

boost\_no\_tune <- tel\_metric(boost\_aug, truth = canceled\_service, estimate = .pred\_class, .pred\_yes)  
boost\_no\_tune

## # A tibble: 2 x 3  
## .metric .estimator .estimate  
## <chr> <chr> <dbl>  
## 1 accuracy binary 0.783  
## 2 roc\_auc binary 0.833

# Compare 6 models

bind\_cols(lr\_no\_tune, dt\_no\_tune, lr\_wkfl\_fit\_metrics, bag\_no\_tune, rf\_no\_tune, boost\_no\_tune) %>%  
 select(1,3,6,9,13,16,19) %>%  
 rename(metric = .metric...1, lr\_no\_tune = .estimate...3, dt\_no\_tune = .estimate...6, lr\_preprocess = .estimate...9, bag\_no\_tune = .estimate...13, rf\_no\_tune = .estimate...16, boost\_no\_tune = .estimate...19) %>%  
 print(width = Inf)

## New names:

## # A tibble: 2 x 7  
## metric lr\_no\_tune dt\_no\_tune lr\_preprocess bag\_no\_tune rf\_no\_tune  
## <chr> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 accuracy 0.783 0.795 0.775 0.787 0.795  
## 2 roc\_auc 0.842 0.790 0.847 0.830 0.850  
## boost\_no\_tune  
## <dbl>  
## 1 0.783  
## 2 0.833

*The random forest model still outperform all the models with the highest roc\_auc of 0.850*

## Next we assess our selected model for its sensitivity and specificity metrics

tel\_metric\_1 <- metric\_set(roc\_auc, accuracy, sens, spec)  
  
rf\_no\_tune1 <- tel\_metric\_1(rf\_aug, truth = canceled\_service, estimate = .pred\_class, .pred\_yes)  
rf\_no\_tune1

## # A tibble: 4 x 3  
## .metric .estimator .estimate  
## <chr> <chr> <dbl>  
## 1 accuracy binary 0.795  
## 2 sens binary 0.598  
## 3 spec binary 0.895  
## 4 roc\_auc binary 0.850

## Confusion Matrix of prediction using random forest

conf\_mat(rf\_aug, truth = canceled\_service, estimate = .pred\_class)

## Truth  
## Prediction yes no  
## yes 49 17  
## no 33 145

*Out of the 244 observations from the Testing data, the Random Forest model correctly classified 49 customers who canceled the service, while 33 customers who canceled the service were incorrectly classified as no canceled*

*In conclusion, the Random forest model demonstrated superior performance, achieving the highest roc\_auc, with an accuracy of 80%, specificity of 90% and sensitivity of 57%, outperforming all the models*