**1 INTRODUCTION**

**1.1 INTRODUCTION**

The liver is a large, meaty organ that sits on the right side of the belly. Weighing about 3 pounds, the liver is reddish brown in color and feels rubbery to the feel. The liver has two large sections, called the right and the left lobes. The gallbladder sits below the liver, along with parts of the pancreas and intestines. The liver and these organs behavior together to digest, absorb, and process food. The liver's main job is to strain the blood coming from the digestive tract, before passing it to the rest of the body. The liver also detoxifies chemicals and metabolizes drugs. As it does so, the liver hides bile that ends up back in the intestines. The liver also makes proteins important for blood clotting and other functions.

Liver disease is any trouble of liver function that causes sickness. The liver is responsible for many dangerous functions within the body and should it become diseased or damaged, the loss of those functions can cause significant injury to the body. Liver disease is also referred to as hepatic disease. Liver disease is a large term that covers all the potential problems that cause the liver to fail to perform its designated functions.

**1.2 OBJECTIVE OF THE PROJECT**

This **project Liver Disease Prediction Using Machine Learning** is a machine learning application. In this project, you predict whether the patient contain a liver disease or not using python Jupyter Notebook. To predict presence of liver disease we apply some of the classification techniques.

It gives an idea of how machine learning helps in medical field and how classification techniques going to predict liver disease using liver disease data set.

**1.3 ORGANIZTION OF THE REPORT**

The first chapter deals with introduction of liver disease prediction using machine learning , motivation for developing this project, objective of the project. The second chapter deals with the system specifications required for developing the project. It includes hardware & software specifications. The third chapter gives you the Design and implementation which includes life cycle of machine learning, explanation of each cycle, flow chart of the project, visualization of the data in the dataset in form of histograms. Fourth chapter deals with the introduction of classification techniques, explanation for each technique used in the project along with the source code and output. Finally in the fifth chapter coclusion is defined.

**2 SYSTEM SPECIFICATION**

**2.1 SOFTWARE SPECIFICATION**

* Operating system : WINDOWS
* Application software : Jupyter Notebook
* Language : python
* Data set : Liver Disease data set downloaded from Kaggle

dataset

**2.2 HARDWARE SPECIFIACTION**

* Hard Disk : 32 GB
* RAM : 4 GB
* Processor : Any Pentium version

**3 DESIGN AND IMPLEMENTATION**

**3.1 INTRODUCTION**

**Machine Learning** is the field of study that gives computers the capability to learn without being explicitly programmed. ML is one of the most exciting technologies that one would have ever come across. As it is evident from the name, it gives the computer that makes it more similar to humans: **The ability to learn.**

**Machine learning** is the study of computer [algorithms](https://en.wikipedia.org/wiki/Algorithm) that improve automatically through experience. It is seen as a part of [artificial intelligence](https://en.wikipedia.org/wiki/Artificial_intelligence). Machine learning algorithms build a model based on sample data, known as "[training data](https://en.wikipedia.org/wiki/Training_data)", in order to make predictions or decisions without being explicitly programmed to do so. Machine learning algorithms are used in a wide variety of applications, such as [email filtering](https://en.wikipedia.org/wiki/Email_filtering) and [computer vision](https://en.wikipedia.org/wiki/Computer_vision), where it is difficult or unfeasible to develop conventional algorithms to perform the needed tasks.

**3.2 MACHINE LEARNING LIFE CYCLE**

Machine learning life cycle is a cyclic process to build an efficient machine learning project. The main purpose of the life cycle is to find a solution to the problem or project. Machine learning life cycle involves seven major steps, which are given below:

* Data Gathering
* Data preparation
* Data wrangling
* Data Analysis
* Train model
* Test model
* Deployment

**3.3 DATA GATHERING**

Data Gathering is the first step of the machine learning life cycle. The goal of this step is to identify and obtain all data-related problems. In this step, we need to identify the different data sources, as data can be collected from various sources such as **files**, **database**, **internet**, or **mobile devices**. It is one of the most important steps of the life cycle. The quantity and quality of the collected data will determine the efficiency of the output. The more will be the data, the more accurate will be the prediction.

This step includes the below tasks:

* **Identify various data sources**
* **Collect data**
* **Integrate the data obtained from different sources**

By performing the above task, we get a coherent set of data, also called as a **dataset**. It will be used in further steps.

Attributes from the model for liver disease prediction:

**Table 1.** Attributes from model for liver diseases diagnosis

|  |  |  |
| --- | --- | --- |
| No | Attribute name (unit) | Range |
| 1 | Age | [4–90] |
| 2 | Gender | [Male–Female] |
| 3 | TB :Total Bilirubin (mg/dl) | [0.4–75] |
| 4 | DB: Direct Bilirubin (mg/dl) | [0.1–19.7] |
| 5 | TP: Total Protein (g/dl) | [2.7–9.6] |
| 6 | ALB: Albumin (g/dl) | [0.9–5.5] |
| 7 | A/G Ratio: Albumin and Globulin Ratio (%) | [0.3–2.8] |
| 8 | Sgpt Alamine :Aminotransferase | [10–2000] |
| 9 | Sgot Aspartate: Aminotransferase | [10–4929] |
| 10 | Alkphos: Alkaline Phosphotase | [63–2110] |

Liver disease data set used in this project is:

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| age | gender | Total Bilirubin | Direct Bilirubin | Alkphos Alkaline Phosphotase | Sgpt Alamine Aminotransferase | Sgot Aspartate Aminotransferase | Total Protiens | Albumin | A/G | R |
| 65 | Female | 0.7 | 0.1 | 187 | 16 | 18 | 6.8 | 3.3 | 0.9 | 1 |
| 62 | Male | 10.9 | 5.5 | 699 | 64 | 100 | 7.5 | 3.2 | 0.74 | 1 |
| 62 | Male | 7.3 | 4.1 | 490 | 60 | 68 | 7 | 3.3 | 0.89 | 1 |
| 58 | Male | 1 | 0.4 | 182 | 14 | 20 | 6.8 | 3.4 | 1 | 1 |
| 72 | Male | 3.9 | 2 | 195 | 27 | 59 | 7.3 | 2.4 | 0.4 | 1 |

**3.4 DATA PREPARATION**

After collecting the data, we need to prepare it for further steps. Data preparation is a step where we put our data into a suitable place and prepare it to use in our machine learning training.

In this step, first, we put all data together, and then randomize the ordering of data. This step can be further divided into two processes:

* **Data exploration:**

It is used to understand the nature of data that we have to work with. We need to understand the characteristics, format, and quality of data.A better understanding of data leads to an effective outcome. In this, we find Correlations, general trends, and outliers.

* **Data pre-processing:**  
  Now the next step is pre-processing of data for its analysis.

**3.5 DATA WRANGLING**

Data wrangling is the process of cleaning and converting raw data into a useable format. It is the process of cleaning the data, selecting the variable to use, and transforming the data in a proper format to make it more suitable for analysis in the next step. It is one of the most important steps of the complete process. Cleaning of data is required to address the quality issues.

It is not necessary that data we have collected is always of our use as some of the data may not be useful. In real-world applications, collected data may have various issues, including:

* **Missing Values**
* **Duplicate data**
* **Invalid data**
* **Noise**

So, we use various filtering techniques to clean the data. It is mandatory to detect and remove the above issues because it can negatively affect the quality of the outcome.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| age | gender | Total Bilirubin | Direct Bilirubin | Alkphos Alkaline Phosphotase | Sgpt Alamine Aminotransferase | Sgot Aspartate Aminotransferase | Total Protiens | Albumin | A/G | R |
| 65 | Female | **NAN** | 0.1 | 187 | 16 | 18 | 6.8 | 3.3 | 0.9 | 1 |
| 62 | Male | 10.9 | 5.5 | 699 | 64 | **NAN** | 7.5 | 3.2 | 0.74 | 1 |
| 62 | Male | 7.3 | 4.1 | 490 | 60 | 68 | 7 | 3.3 | 0.89 | 1 |
| 58 | Male | 1 | 0.4 | **NAN** | 14 | 20 | **NAN** | 3.4 | 1 | 1 |
| 72 | Male | 3.9 | 2 | 195 | 27 | 59 | 7.3 | 2.4 | 0.4 | 1 |

**3.6 DATA ANALYSIS**

Now the cleaned and prepared data is passed on to the analysis step. This step involves:

* **Selection of analytical techniques**
* **Building models**
* **Review the result**

The aim of this step is to build a machine learning model to analyze the data using various analytical techniques and review the outcome. It starts with the determination of the type of the problems, where we select the machine learning techniques such as **Classification** i.e., **logistic regression, decision tree, random forest** etc., then build the model using prepared data, and evaluate the model. Hence, in this step, we take the data and use machine learning algorithms to build the model.

**3.7 TRAIN MODEL**

Now the next step is to train the model, in this step we train our model to improve its performance for better outcome of the problem.

We use datasets to train the model using various machine learning algorithms. Training a model is required so that it can understand the various patterns, rules, and, features.

**3.8 TEST MODEL**

Once our machine learning model has been trained on a given dataset, then we test the model. In this step, we check for the accuracy of our model by providing a test dataset to it.

Testing the model determines the percentage accuracy of the model as per the requirement of project or problem.

**3.9 DEPLOYMENT**

The last step of machine learning life cycle is deployment, where we deploy the model in the real-world system. If the above-prepared model is producing an accurate result as per our requirement with acceptable speed, then we deploy the model in the real system. But before deploying the project, we will check whether it is improving its performance using available data or not. The deployment phase is similar to making the final report for a project.

**3.10 FLOW CHART**

![](data:image/png;base64,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)

**Fig 3.10.1** Prediction of Liver Diseases Based on Machine Learning Technique
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**4 CLASSIFICATION TECHNIQUES**

**4.1 INTRODUCTION**

Classification is defined as the process of recognition, understanding, and grouping of objects and ideas into preset categories “sub-populations.” With the help of these pre-categorized training datasets, classification in machine learning programs leverage a wide range of algorithms to classify future datasets into respective and relevant categories.

Classification algorithms used in machine learning utilize input training data for the purpose of predicting the likelihood or probability that the data that follows will fall into one of the predetermined categories. One of the most common applications of classification is for filtering emails into “spam” or “non-spam”, as used by today’s top email service providers.

In short, classification is a form of “pattern recognition,”. Here, classification algorithms applied to the training data find the same pattern.

Different classification techniques used in this project are:

* Logistic Regression
* Decision Tree
* Random Forest
* Support Vector Machine

**4.2 LOGISTIC REGRESSION**

* Logistic regression is one of the most popular Machine Learning algorithms, which comes under the Supervised Learning technique. It is used for predicting the categorical dependent variable using a given set of independent variables.
* Logistic regression predicts the output of a categorical dependent variable. Therefore the outcome must be a categorical or discrete value. It can be either Yes or No, 0 or 1, true or False, etc. but instead of giving the exact value as 0 and 1, **it gives the probabilistic values which lie between 0 and 1**.

![Logistic Regression in Machine Learning](data:image/png;base64,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)

* Logistic Regression is much similar to the Linear Regression except that how they are used. Linear Regression is used for solving Regression problems, whereas **Logistic regression is used for solving the classification problems**.
* In Logistic regression, instead of fitting a regression line, we fit an "S" shaped logistic function, which predicts two maximum values (0 or 1).

The Logistic regression equation can be obtained from the Linear Regression equation. The mathematical steps to get Logistic Regression equations are given below:

We know the equation of the straight line can be written as:
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In Logistic Regression y can be between 0 and 1 only, so for this let's divide the above equation by (1-y):

![Logistic Regression in Machine Learning](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAATQAAAA0CAMAAAAzKDQZAAAANlBMVEXZ2dn///8AAACmpqY8PDx1dXUODg6xsbHJyclZWVkeHh5KSkqOjo68vLyamposLCyBgYFoaGi8a2VrAAADhklEQVRo3u2a65KiMBBGe7/OPYTL+7/sGho2sDAK4liWcH7EKelKt8dOCDXSn4vdXNIuaatc0j6BS9olbZVL2idwSbukrfLx0ujbuaT9tjSaw1rrdBuYTsYRaTXQJDbmkrZn3Xl4olDR2TgkzcI4DnQ6DkmjBpU6X6MdlFbBnLDRDkpzBidstIPSqDtjox2Sxky7d7QOqOnFWKjVtwMa2oJTMOld0nQTPT2mDjDeDX8D0NttKCBaegRDSfhcUgOAzFRHi+6HLxJMm6gM+OgTQbXFGTJq8IxIiTaSDG4Y96Q0wKYVaWohSKF1bmNL4oC0HQR0VAFpkKZpMx7KWYNqk7QlAC1Zl8a0CQ7170pzJsgr4IgMWMq7YclGIGgiC+3R0o1eagvP6InD+qqJ4lSzD0Bj85tWIWSbtkHQ/zrNEBlVhxzDMo+BLdEtIiFjx3ySGzBEdQM09aOi9kvDNijDs1cFXaRZg4wmhoFciLJwqlLfWKAYEeRqyJEGNxI5mUqVVHIljNIALtF5LpE25ivSKvTwg6Le0mlF2rg8ZdmRlw/WyhZXIZCbbF8LaUKbpHMVmuRy97YIyfmZNHgnOYeBS3Q/lwLP8+V3ZBdxDfyDot6xpxVpbZGmUPfLVq4JBraCpzVpcXq/BkSD7ueU+XgujfNgi7QSPUor+Yq0fhepoVaKer+01FcTwFNpvJDm4SNqmi3PkOX6yZ5WATNp+mdpvJSmi7Qx30waLaQtinqXNDJy93RFWkR05NFM67MwMDSXFuXuWZdGg6f0n4bgnN8prXZjvok0A52XZ7cs6p3SjBk/aaajIk2KkK9wehT1NEfimlx8kC1t0WkJmV3SIgCWfEXaWKZJ94qyQ/7fkwaQoA2CpiJtencXsYOQ+qdnCR7inAei7w8RLcmQzxdspkcOWBmkADONbnO32IDgZvlkweoARLss6rXSHN/fywLtQcSsI7vxQZb5ng56XloVQHfwYNqDvyNGGUeHWebbGXRcmo0Bd6WZjnYBWPoBi5peDmB3Bh2XViUG/l+uzOk2WPp2nl+eC2kWQGUNPH07h6UlHiDSaIg6RV/PYWmVGiByQKJwgn8dH5Q2x6OrTtBor5XGMGdotKelJVaA/t9QwBka7TlpZStbHN3P0GivfGB3lk6xo71UGoc6fP/B9sXSrIrncHb9fPRTpJ2CS9olbZVL2idwSbukvYe/VLo0k9niaogAAAAASUVORK5CYII=)

But we need range between -[infinity] to +[infinity], then take logarithm of the equation it will become:

![Logistic Regression in Machine Learning](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAbMAAAAzCAMAAAAq9BbZAAAANlBMVEXZ2dn///8AAAB1dXWmpqY8PDy8vLwODg7JyclZWVmxsbEeHh6Ojo4sLCxoaGiBgYFKSkqamprFv5oHAAAEgklEQVR42u2ci47aMBREb+f6/c7//2yDN62BbEhq0pZIHgkUWcw43GMbE7JLP4aupsHsehrMrqfB7Ho6zIyGPkCD2fV0LjOBWXRYDIBp6P8y+xZB0EhEEpHWGsw+kpmyAnAkYAezqzCbBWQSUIPZhZhJMCVLg9mFmDGk0WowuxKzCTExDWZXYuYAT4PZpZgR4Aaz/8dMuQ5mnqmHWe1rX0ZQn5R723i+hDmZmQRSxx5EUgczCdhjV1M8dajldxvPlwCgTmZmgPCHzGwI0XQwa33tKPZVsOX3G89Xgj97bVSAOsqsldRQJzO14RIPHRyvIMQq/18aDyxCCfZsZgG6Zw/SxWyCPlhB11PBlt9vPJ9ZRD6bWUK52UIEpPt6AxGwVv4FZoySPeReIQS0iPCqtTgPe3vaMbb80439zICpQE8b2V3MYi1ygjQT/Nf5R6UAfpcZY1GrhYTOxmParaC2piC1FqkA5yF3jC3/bGM/MwFIlRFpnd3LzACiBqtlUVe1ARB3zHBUO/OsjgQJ3q2gJOLHeskbR9oxtvx/ZExaEbF29el7ZgxtSAC0zu5lNtU0C1nBzTkJcTk8fW0UdVDULZrJrDbnY32FhK0Lda3QsoRX5W+Mq3zHHB6NE7M4YFSZn3pUedu4ZobfqqblfXDbO7bsXmYV0TLEMnw9TLfDSOevjTXV1SmtZYHYGLyuDhhd945piTNxSTESgjaMLZ+RCtK9UWqOmHaNk04S+c7YWjrXRn3rtbS9Y8vuZVYRLcwieDk0Hvb0fWM982VKJyhC2aygr9tZQ0qWrzgVJXQ9HxnXzNb5IpCBvDcGQRN43zjRhNCMraWTmQPU8nkzZRKs7rMNO5NDBzMOXOcqI5p6/slYj/wXmGnIGwtHJEEUsVlBbVydZsb9+jyNs1kUQ87wmtk6vxaL742zMsS+USWd73tcWrqZZUCYeo0gFOSEcpdtrC9Jwv0pswzNRMZqeDbLRlQ6QJzPTOnsoa2iL2Zyi5lnCRTR+neQhjJ8He0rZuv8KhmfjEanA0bFXrtm/NXSzcxaC8RbjgvIBHuXbZT3hqHeva5vuX3FfGBmWL3HrGlhpncKsR4zm8zWss9X10y0x7bsAnbd0sFsJQvjEB5GMRIVT28yy+BlfX+qmdAQpzFrn2dNHcxeiGdk4XGYWJpb9hQECaRXLf2KkRhKUdOEiWDV28yKMQytnmrGwJnMlI5FuyOlh2d1b2QNyQdQF07+EXXiYneNSXPU7kVLvwwsMYp7HrrSvrs2sge8VU/jXMryipngcCsnq4PMlhfvi2c9MZt1gBnPCg/ThWcJOuDMaqelU4rF/HCPJzU/8l/6nVqQeMEsFA0m5TGN36k/6d6CV8zE1zdz6ce9BR/LjBe1ZSsARD4MZhdipgAl/LiH53OZfSMNIafB7LOYTa+ZScQy7pX7KGYhecDzNrUErQazT2E2a2bGVdvMMqbxN4MfwuyorKWhKzELFKKhoQsxE0gD2cWYOQ409I7G/3S5qAaz62kwu54Gs+tpMLueBrPraTC7nn4CLNNAyP8Y7+MAAAAASUVORK5CYII=)

The above equation is the final equation for Logistic Regression.

## Type of Logistic Regression:

On the basis of the categories, Logistic Regression can be classified into three types:

* **Binomial:** In binomial Logistic regression, there can be only two possible types of the dependent variables, such as 0 or 1, Pass or Fail, etc.
* **Multinomial:** In multinomial Logistic regression, there can be 3 or more possible unordered types of the dependent variable, such as "cat", "dogs", or "sheep".
* **Ordinal:** In ordinal Logistic regression, there can be 3 or more possible ordered types of dependent variables, such as "low", "Medium", or "High".

**4.2.1 Python Implementation Of Logistic Regression**

we will pre-process/prepare the data so that we can use it in our code efficiently. It will be the same as we have done in Data pre-processing topic. The code for this is given below:

1. **#Data Pre-procesing Step**
2. **# importing libraries**
3. **import numpy as nm**
4. **import matplotlib.pyplot as mp**
5. **import pandas as pd**
6. **#importing datasets**
7. **a=pd.read\_excel(r"C:\Users\vennela\Documents\miniproject2/traindata1.xlsx ",header=0)**

By executing the above lines of code, we will get the dataset as the output. Consider the given image:

Age of the patient Gender of the patient Total Bilirubin \

0 65.0 Female 0.7

1 62.0 Male 10.9

2 62.0 Male 7.3

3 58.0 Male 1.0

Direct Bilirubin  Alkphos Alkaline Phosphotase \

0 0.1 187.0

1 5.5 699.0

2 4.1 490.0

3 0.4 182.0

Sgpt Alamine Aminotransferase Sgot Aspartate Aminotransferase \

0 16.0 18.0

1 64.0 100.0

2 60.0 68.0

3 14.0 20.0

Total Protiens  ALB Albumin A/G Ratio Albumin and Globulin Ratio \

0 6.8 3.3 0.90

1 7.5 3.2 0.74

2 7.0 3.3 0.89

3 6.8 3.4 1.00

Result

0 1

1 1

2 1

3 1

The categorical values present in the gender column is replaced with female as 0 and male as 1. Below is the code for it:

**a["Gender of the patient"]=a["Gender of the patient"].replace("Female",0)**

**a["Gender of the patient"]=a["Gender of the patient"].replace("Male",1)**

Checking and removing the null values present in the dataset. Below is the code for it:

**print(a.isnull().sum())**

Age of the patient 2

Gender of the patient 902

Total Bilirubin 648

Direct Bilirubin 561

 Alkphos Alkaline Phosphotase 796

 Sgpt Alamine Aminotransferase 538

Sgot Aspartate Aminotransferase 462

Total Protiens 463

 ALB Albumin 494

A/G Ratio Albumin and Globulin Ratio 559

Result 0

dtype: int64

**a=a.dropna()**

**print(a.isnull().sum())**

Age of the patient 0

Gender of the patient 0

Total Bilirubin 0

Direct Bilirubin 0

 Alkphos Alkaline Phosphotase 0

 Sgpt Alamine Aminotransferase 0

Sgot Aspartate Aminotransferase 0

Total Protiens 0

 ALB Albumin 0

A/G Ratio Albumin and Globulin Ratio 0

Result 0

dtype: int64

Now, we will extract the dependent and independent variables from the given dataset. Below is the code for it:

**#Extracting Independent and dependent Variable**

**x=a.iloc[:,2:-1]**

**y=np.array(a.iloc[:,10:])**

In the above code, we have taken [2, 3, 4, 5, 6, 7, 8, 9] for x because our independent

Variables are **Total Bilirubin, Direct Bilirubin, Alkphos Alkaline Phosphotase , Sgpt Alamine Aminotransferase, Sgot Aspartate Aminotransferase, Total Protiens, ALB Albumin A/G Ratio Albumin and Globulin Ratio** , which are at index 2, 3, 4, 5, 6, 7, 8, 9. And we have taken 10 for y variable because our dependent variable is at index 10.

Now we will split the dataset into a training set and test set. Below is the code for it:

1. **# Splitting the dataset into training and test set.**
2. **from sklearn.model\_selection import train\_test\_split**
3. **X\_train, X\_test, Y\_train, Y\_test= train\_test\_split(x, y, random\_state=0)**

In logistic regression, we will do feature scaling because we want accurate result of predictions. Here we will only scale the independent variable because dependent variable have only 0 and 1 values. Below is the code for it:

1. **#feature Scaling**
2. **from sklearn.preprocessing import StandardScaler**
3. **st\_x= StandardScaler()**
4. **x\_train= st\_x.fit\_transform(x\_train)**
5. **x\_test= st\_x.transform(x\_test)**

**Fitting Logistic Regression to the Training set:**

We have well prepared our dataset, and now we will train the dataset using the training set. For providing training or fitting the model to the training set, we will import the **LogisticRegression** class of the **sklearn** library.

After importing the class, we will create a classifier object and use it to fit the model to the logistic regression. Below is the code for it:

1. **#Fitting Logistic Regression to the training set**
2. **from sklearn.linear\_model import LogisticRegression**
3. **classifier= LogisticRegression(random\_state=0)**
4. **classifier.fit(x\_train, y\_train)**

By executing the above code, we will get the below output:

**LogisticRegression(C=1.0, class\_weight=None, dual=False, fit\_intercept=True                      ,intercept\_scaling=1, l1\_ratio=None, max\_iter=100,**

**multi\_class='warn', n\_jobs=None, penalty='l2',**

**random\_state=0, solver='warn', tol=0.0001, verbose=0,                    warm\_start=False)**

**Predicting the Test Result**

Our model is well trained on the training set, so we will now predict the result by using test set data. Below is the code for it:

1. **#Predicting the test set result**
2. **Predicted\_y= classifier.predict(x\_test)**

In the above code, we have created a predicted\_y vector to predict the test set result.

By executing the above code, a new vector (prediction\_y) will be created under the variable explorer option. It can be seen as:

**[1 1 1 ... 1 1 1]**

**Test Accuracy of the result**

Now we will create the confusion matrix here to check the accuracy of the classification. To create it, we need to import the **confusion\_matrix** function of the sklearn library. After importing the function, we will call it using a new variable **cm**. The function takes two parameters, mainly **Y\_test** (the actual values) and **predicted\_y** (the targeted value return by the classifier). Below is the code for it:

1. **#Creating the Confusion matrix**
2. **from sklearn.metrics import confusion\_matrix**
3. **cm = confusion\_matrix(Y\_test, predicted\_y)**
4. **print(cm)**

[[4595 231]

[1667 297]]

We will also create accuracy score and classification report to analyse classification. To create it, we need to import the **accuracy\_score** function and **classification\_report** function from the sklearn library. After importing the function, we will call it using a new variable **cm**. The function takes two parameters, mainly **Y\_test** (the actual values) and **predicted\_y** (the targeted value return by the classifier). Below is the code for it:

* Accuracy is the percent of correct classifications and can be defined as:

Accuracy = (TP + TN/( TP + FP + TN + FN)) × 100

* Sensitivity is the rate of true positive and can be defined as:

Precision= (TP/(TP + FN ))× 100

* Specificity is the true negative rate and can be defined as:

Recall = (TN/(TN + FP)) × 100

Where:

TP = the number of positive examples correctly classified.

FP = the number of positive examples misclassified as negative

FN = the number of negative examples misclassified as positive

TN = the number of negative examples correctly classified

1. **#Creating the  Accuracy Score and classification report**
2. **from sklearn.metrics import accuracy\_score ,classification\_report**
3. **print(accuracy\_score(predicted\_y, Y\_test))**
4. **print(classification\_report(predicted\_y, Y\_test))**

0.7204712812960236

precision recall f1-score support

1 0.95 0.73 0.83 6262

2 0.15 0.56 0.24 528

accuracy 0.72 6790

macro avg 0.55 0.65 0.53 6790

weighted avg 0.89 0.72 0.78 6790

* 1. **DECISION TREE**
  + Decision Tree is a **Supervised learning technique**that can be used for both classification and Regression problems, but mostly it is preferred for solving Classification problems. It is a tree-structured classifier, where**internal nodes represent the features of a dataset, branches represent the decision rules** and **each leaf node represents the outcome.**
* In a Decision tree, there are two nodes, which are the **Decision Node** and**Leaf Node.** Decision nodes are used to make any decision and have multiple branches, whereas Leaf nodes are the output of those decisions and do not contain any further branches.
* In order to build a tree, we use the **CART algorithm,** which stands for **Classification and Regression Tree algorithm.**
* A decision tree simply asks a question, and based on the answer (Yes/No), it further split the tree into subtrees.
* Below diagram explains the general structure of a decision tree:

## Decision Tree Terminologies:

* **Root Node:** Root node is from where the decision tree starts. It represents the entire dataset, which further gets divided into two or more homogeneous sets.
* **Leaf Node:** Leaf nodes are the final output node, and the tree cannot be segregated further after getting a leaf node.
* **Splitting:** Splitting is the process of dividing the decision node/root node into sub-nodes according to the given conditions.
* **Branch/Sub Tree:** A tree formed by splitting the tree.
* **Pruning:** Pruning is the process of removing the unwanted branches from the tree.
* **Parent/Child node:** The root node of the tree is called the parent node, and other nodes are called the child nodes.

![Decision Tree Classification Algorithm](data:image/png;base64,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)

## Attribute Selection Measures:

While implementing a Decision tree, the main issue arises that how to select the best attribute for the root node and for sub-nodes. So, to solve such problems there is a technique which is called as **Attribute selection measure or ASM.**By this measurement, we can easily select the best attribute for the nodes of the tree. There are two popular techniques for ASM, which are:

* **Information Gain**
* **Gini Index**

**1.Information Gain:**

* Information gain is the measurement of changes in entropy after the segmentation of a dataset based on an attribute.
* It calculates how much information a feature provides us about a class.
* According to the value of information gain, we split the node and build the decision tree.
* A decision tree algorithm always tries to maximize the value of information gain, and a node/attribute having the highest information gain is split first. It can be calculated using the below formula:

**Information Gain= Entropy(S)- [(Weighted Avg) \*Entropy(each feature)**

**Entropy:** Entropy is a metric to measure the impurity in a given attribute. It specifies randomness in data. Entropy can be calculated as:

**Entropy(s)= -P(yes)log2 P(yes)- P(no) log2 P(no)**

**Where,**

* S= Total number of samples
* P(yes)= probability of yes
* P(no)= probability of no

### 2. Gini Index:

* Gini index is a measure of impurity or purity used while creating a decision tree in the **CART**(Classification and Regression Tree) algorithm.
* An attribute with the low Gini index should be preferred as compared to the high Gini index.
* It only creates binary splits, and the CART algorithm uses the Gini index to create binary splits.
* Gini index can be calculated using the below formula:

**Gini Index= 1- ∑jPj2**

**4.3.1 Python Implementation Of Decision Tree:**

we will pre-process/prepare the data so that we can use it in our code efficiently. It will be the same as we have done in Data pre-processing topic. The code for this is given below:

1. **#Data Pre-procesing Step**
2. **# importing libraries**
3. **import numpy as nm**
4. **import matplotlib.pyplot as mp**
5. **import pandas as pd**
6. **#importing datasets**
7. **a=pd.read\_excel(r"C:\Users\vennela\Documents\miniproject2/traindata1.xlsx ",header=0)**

By executing the above lines of code, we will get the dataset as the output. Consider the given image:

Age of the patient Gender of the patient Total Bilirubin \

0 65.0 Female 0.7

1 62.0 Male 10.9

2 62.0 Male 7.3

3 58.0 Male 1.0

Direct Bilirubin  Alkphos Alkaline Phosphotase \

0 0.1 187.0

1 5.5 699.0

2 4.1 490.0

3 0.4 182.0

Sgpt Alamine Aminotransferase Sgot Aspartate Aminotransferase \

0 16.0 18.0

1 64.0 100.0

2 60.0 68.0

3 14.0 20.0

Total Protiens  ALB Albumin A/G Ratio Albumin and Globulin Ratio \

0 6.8 3.3 0.90

1 7.5 3.2 0.74

2 7.0 3.3 0.89

3 6.8 3.4 1.00

Result

0 1

1 1

2 1

3 1

The categorical values present in the gender column is replaced with female as 0 and male as 1. Below is the code for it:

**a["Gender of the patient"]=a["Gender of the patient"].replace("Female",0)**

**a["Gender of the patient"]=a["Gender of the patient"].replace("Male",1)**

Checking and removing the null values present in the dataset. Below is the code for it:

**print(a.isnull().sum())**

Age of the patient 2

Gender of the patient 902

Total Bilirubin 648

Direct Bilirubin 561

 Alkphos Alkaline Phosphotase 796

 Sgpt Alamine Aminotransferase 538

Sgot Aspartate Aminotransferase 462

Total Protiens 463

 ALB Albumin 494

A/G Ratio Albumin and Globulin Ratio 559

Result 0

dtype: int64

**a=a.dropna()**

**print(a.isnull().sum())**

Age of the patient 0

Gender of the patient 0

Total Bilirubin 0

Direct Bilirubin 0

 Alkphos Alkaline Phosphotase 0

 Sgpt Alamine Aminotransferase 0

Sgot Aspartate Aminotransferase 0

Total Protiens 0

 ALB Albumin 0

A/G Ratio Albumin and Globulin Ratio 0

Result 0

dtype: int64

Now, we will extract the dependent and independent variables from the given dataset. Below is the code for it:

**#Extracting Independent and dependent Variable**

**x=a.iloc[:,2:-1]**

**y=np.array(a.iloc[:,10:])**

In the above code, we have taken [2, 3, 4, 5, 6, 7, 8, 9] for x because our independent

Variables are **Total Bilirubin, Direct Bilirubin, Alkphos Alkaline Phosphotase , Sgpt Alamine Aminotransferase, Sgot Aspartate Aminotransferase, Total Protiens, ALB Albumin A/G Ratio Albumin and Globulin Ratio** , which are at index 2, 3, 4, 5, 6, 7, 8, 9. And we have taken 10 for y variable because our dependent variable is at index 10.

Now we will split the dataset into a training set and test set. Below is the code for it:

1. **# Splitting the dataset into training and test set.**
2. **from sklearn.model\_selection import train\_test\_split**
3. **X\_train, X\_test, Y\_train, Y\_test= train\_test\_split(x, y, random\_state=0)**

### Fitting a Decision-Tree algorithm to the Training set

Now we will fit the model to the training set. For this, we will import the **DecisionTreeClassifier** class from **sklearn.tree** library. Below is the code for it:

1. **#Fitting Decision Tree classifier to the training set**
2. **from sklearn import tree**
3. **From sklearn.tree import DecisionTreeClassifier**
4. **classifier= DecisionTreeClassifier()**
5. **clf\_d.fit(x\_train, y\_train)**

Below is the output for this:

DecisionTreeClassifier(class\_weight=None,criterion='entropy',max\_depth=None, max\_features=None,max\_leaf\_nodes=None,min\_impurity\_decrease=0.0,min\_impurity\_split=None,min\_samples\_leaf=1,min\_samples\_split=2,min\_weight\_fraction\_leaf=0.0,presort=False,random\_state=0, splitter='best')

### Predicting the test result

Now we will predict the test set result. We will create a new prediction vector **y\_predict.** Below is the code for it:

1. **#Predicting the test set result**
2. **y\_predict=clf\_d.predict(X\_test)**

In the above code, we have created a y\_predict vector to predict the test set result.

By executing the above code, a new vector (y\_predict) will be created under the variable explorer option. It can be seen as:

**[1 1 1 ... 1 1 1]**

### Test accuracy of the result:

### If we want to know the number of correct and incorrect predictions, we need to use the confusion matrix. Below is the code for it:

* Accuracy is the percent of correct classifications and can be defined as:

Accuracy = (TP + TN/( TP + FP + TN + FN)) × 100

* Sensitivity is the rate of true positive and can be defined as:

Precision= (TP/(TP + FN ))× 100

* Specificity is the true negative rate and can be defined as:

Recall = (TN/(TN + FP)) × 100

Where:

TP = the number of positive examples correctly classified.

FP = the number of positive examples misclassified as negative

FN = the number of negative examples misclassified as positive

TN = the number of negative examples correctly classified

1. **#Creating the Confusion matrix**
2. **from sklearn.metrics import confusion\_matrix**
3. **print(confusion\_matrix(Y\_test,y\_predict))**

output:

[[4824 2]

[ 1 1963]]

We will also create accuracy score and classification report to analyse classification. To create it, we need to import the **accuracy\_score** function and **classification\_report** function from the sklearn library. After importing the function, we will call it using a new variable **cm**. The function takes two parameters, mainly **Y\_test** (the actual values) and **y\_predict** (the targeted value return by the classifier). Below is the code for it:

1. **#Creating the  Accuracy Score and classification report**
2. **from sklearn.metrics import accuracy\_score ,classification\_report**
3. **print(accuracy\_score(y\_predict, Y\_test))**
4. **print(classification\_report(y\_predict, Y\_test))**

Output for the above code is as follows:

0.9995581737849779

precision recall f1-score support

1 1.00 1.00 1.00 4825

2 1.00 1.00 1.00 1965

accuracy 1.00 6790

macro avg 1.00 1.00 1.00 6790

weighted avg 1.00 1.00 1.00 6790

**4.4 RANDOM FOREST**

* Random Forest is a popular machine learning algorithm that belongs to the supervised learning technique. It can be used for both Classification and Regression problems in ML. It is based on the concept of **ensemble learning,** which is a process of combining multiple classifiers to solve a complex problem and to improve the performance of the model.
* As the name suggests, ***"Random Forest is a classifier that contains a number of decision trees on various subsets of the given dataset and takes the average to improve the predictive accuracy of that dataset."*** Instead of relying on one decision tree, the random forest takes the prediction from each tree and based on the majority votes of predictions, and it predicts the final output.
* **The greater number of trees in the forest leads to higher accuracy and prevents the problem of overfitting.**

The below diagram explains the working of the Random Forest algorithm:
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## Assumptions for Random Forest:

Since the random forest combines multiple trees to predict the class of the dataset, it is possible that some decision trees may predict the correct output, while others may not. But together, all the trees predict the correct output. Therefore, below are two assumptions for a better Random forest classifier:

* There should be some actual values in the feature variable of the dataset so that the classifier can predict accurate results rather than a guessed result.
* The predictions from each tree must have very low correlations.

**4.4.1 Python Implementation Of Random Forest**

we will pre-process/prepare the data so that we can use it in our code efficiently. It will be the same as we have done in Data pre-processing topic. The code for this is given below:

1. **#Data Pre-procesing Step**
2. **# importing libraries**
3. **import numpy as nm**
4. **import matplotlib.pyplot as mp**
5. **import pandas as pd**
6. **#importing datasets**
7. **a=pd.read\_excel(r"C:\Users\vennela\Documents\miniproject2/traindata1.xlsx ",header=0)**

By executing the above lines of code, we will get the dataset as the output. Consider the given image:

Age of the patient Gender of the patient Total Bilirubin \

0 65.0 Female 0.7

1 62.0 Male 10.9

2 62.0 Male 7.3

3 58.0 Male 1.0

Direct Bilirubin  Alkphos Alkaline Phosphotase \

0 0.1 187.0

1 5.5 699.0

2 4.1 490.0

3 0.4 182.0

Sgpt Alamine Aminotransferase Sgot Aspartate Aminotransferase \

0 16.0 18.0

1 64.0 100.0

2 60.0 68.0

3 14.0 20.0

Total Protiens  ALB Albumin A/G Ratio Albumin and Globulin Ratio \

0 6.8 3.3 0.90

1 7.5 3.2 0.74

2 7.0 3.3 0.89

3 6.8 3.4 1.00

Result

0 1

1 1

2 1

3 1

The categorical values present in the gender column is replaced with female as 0 and male as 1. Below is the code for it:

**a["Gender of the patient"]=a["Gender of the patient"].replace("Female",0)**

**a["Gender of the patient"]=a["Gender of the patient"].replace("Male",1)**

Checking and removing the null values present in the dataset. Below is the code for it:

**print(a.isnull().sum())**

Age of the patient 2

Gender of the patient 902

Total Bilirubin 648

Direct Bilirubin 561

 Alkphos Alkaline Phosphotase 796

 Sgpt Alamine Aminotransferase 538

Sgot Aspartate Aminotransferase 462

Total Protiens 463

 ALB Albumin 494

A/G Ratio Albumin and Globulin Ratio 559

Result 0

dtype: int64

**a=a.dropna()**

**print(a.isnull().sum())**

Age of the patient 0

Gender of the patient 0

Total Bilirubin 0

Direct Bilirubin 0

 Alkphos Alkaline Phosphotase 0

 Sgpt Alamine Aminotransferase 0

Sgot Aspartate Aminotransferase 0

Total Protiens 0

 ALB Albumin 0

A/G Ratio Albumin and Globulin Ratio 0

Result 0

dtype: int64

Now, we will extract the dependent and independent variables from the given dataset. Below is the code for it:

**#Extracting Independent and dependent Variable**

**x=a.iloc[:,2:-1]**

**y=np.array(a.iloc[:,10:])**

In the above code, we have taken [2, 3, 4, 5, 6, 7, 8, 9] for x because our independent

Variables are **Total Bilirubin, Direct Bilirubin, Alkphos Alkaline Phosphotase , Sgpt Alamine Aminotransferase, Sgot Aspartate Aminotransferase, Total Protiens, ALB Albumin A/G Ratio Albumin and Globulin Ratio** , which are at index 2, 3, 4, 5, 6, 7, 8, 9. And we have taken 10 for y variable because our dependent variable is at index 10.

Now we will split the dataset into a training set and test set. Below is the code for it:

1. **# Splitting the dataset into training and test set.**
2. **from sklearn.model\_selection import train\_test\_split**
3. **X\_train, X\_test, Y\_train, Y\_test= train\_test\_split(x, y, random\_state=0)**

### Fitting the Random Forest algorithm to the training set:

Now we will fit the Random forest algorithm to the training set. To fit it, we will import the**RandomForestClassifier**class from the **sklearn.ensemble** library. The code is given below:

1. **#Fitting Random Forest classifier to the training set**
2. **from sklearn.ensemble import RandomForestClassifier**
3. **clf\_r=RandomForestClassifier(n\_estimators=500)**
4. **clf\_r.fit(X\_train,Y\_train)**

In the above code, the classifier object takes below parameter

* **n\_estimators=** The required number of trees in the Random Forest. The default value is 10. We can choose any number but need to take care of the overfitting issue.

By executing the above code, we will get the below output:

RandomForestClassifier(bootstrap=True,class\_weight=None,criterion='entropy',max\_depth=None,max\_features='auto',max\_leaf\_nodes=None,min\_impurity\_decrease=0.0,min\_impurity\_split=None,min\_samples\_leaf=1,min\_samples\_split=2,min\_weight\_fraction\_leaf=0.0,n\_estimators=10,n\_jobs=None,oob\_score=False,random\_state=None,verbose=0,warm\_start=False)

### Predicting the Test Set result

Since our model is fitted to the training set, so now we can predict the test result. For prediction, we will create a new prediction vector y\_pred\_r. Below is the code for it:

1. **#Predicting the test set result**
2. **y\_pred\_r=clf\_r.predict(X\_test)**

In the above code, we have created a y\_pred\_r vector to predict the test set result.

By executing the above code, a new vector (y\_pred\_r) will be created under the variable explorer option. It can be seen as:

**[1 1 1 ... 1 1 1]**

### Test accuracy of the result:

### If we want to know the number of correct and incorrect predictions, we need to use the confusion matrix. Below is the code for it:

1. **#Creating the Confusion matrix**
2. **from sklearn.metrics import confusion\_matrix**
3. **print(confusion\_matrix(y\_pred\_r,Y\_test))**

output:

[[4824 2]

[ 1 1963]]

We will also create accuracy score and classification report to analyse classification. To create it, we need to import the **accuracy\_score** function and **classification\_report** function from the sklearn library. The function takes two parameters, mainly **Y\_test** (the actual values) and y\_**predict\_r** (the targeted value return by the classifier). Below is the code for it:

* Accuracy is the percent of correct classifications and can be defined as:

Accuracy = (TP + TN/( TP + FP + TN + FN)) × 100

* Sensitivity is the rate of true positive and can be defined as:

Precision= (TP/(TP + FN ))× 100

* Specificity is the true negative rate and can be defined as:

Recall = (TN/(TN + FP)) × 100

Where:

TP = the number of positive examples correctly classified.

FP = the number of positive examples misclassified as negative

FN = the number of negative examples misclassified as positive

TN = the number of negative examples correctly classified

1. **#Creating the  Accuracy Score and classification report**
2. **from sklearn.metrics import accuracy\_score ,classification\_report**
3. **print(accuracy\_score(y\_pred\_r,Y\_test))**
4. **print(classification\_report(y\_pred\_r,Y\_test))**

0.9998527245949926

precision recall f1-score support

1 1.00 1.00 1.00 4827

2 1.00 1.00 1.00 1963

accuracy 1.00 6790

macro avg 1.00 1.00 1.00 6790

weighted avg 1.00 1.00 1.00 6790

**4.5 SUPPORT VECTOR MACHINE**

* Support Vector Machine or SVM is one of the most popular Supervised Learning algorithms, which is used for Classification as well as Regression problems. However, primarily, it is used for Classification problems in Machine Learning.
* The goal of the SVM algorithm is to create the best line or decision boundary that can segregate n-dimensional space into classes so that we can easily put the new data point in the correct category in the future. This best decision boundary is called a hyperplane.
* SVM chooses the extreme points/vectors that help in creating the hyperplane. These extreme cases are called as support vectors, and hence algorithm is termed as Support Vector Machine. Consider the below diagram in which there are two different categories that are classified using a decision boundary or hyperplane

![Support Vector Machine Algorithm](data:image/png;base64,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)

## Types of SVM:

**SVM can be of two types:**

* **Linear SVM:** Linear SVM is used for linearly separable data, which means if a dataset can be classified into two classes by using a single straight line, then such data is termed as linearly separable data, and classifier is used called as Linear SVM classifier.
* **Non-linear SVM:** Non-Linear SVM is used for non-linearly separated data, which means if a dataset cannot be classified by using a straight line, then such data is termed as non-linear data and classifier used is called as Non-linear SVM classifier.

**Linear SVM:**

* The working of the SVM algorithm can be understood by using an example. Suppose we have a dataset that has two tags (green and blue), and the dataset has two features x1 and x2. We want a classifier that can classify the pair(x1, x2) of coordinates in either green or blue.
* So as it is 2-d space so by just using a straight line, we can easily separate these two classes. But there can be multiple lines that can separate these classes.
* Hence, the SVM algorithm helps to find the best line or decision boundary; this best boundary or region is called as a **hyperplane**. SVM algorithm finds the closest point of the lines from both the classes. These points are called support vectors. The distance between the vectors and the hyperplane is called as **margin**. And the goal of SVM is to maximize this margin. The **hyperplane** with maximum margin is called the **optimal hyperplane**.

**Non-Linear SVM:**

* If data is linearly **arranged**, then we can separate it by using a straight line, but for non-linear data, we cannot draw a single straight line.
* So to separate these data points, we need to add one more dimension. For linear data, we have used two dimensions x and y, so for non-linear data, we will add a third dimension z. It can be calculated as:

**z=x2 +y2**

* So now, SVM will divide the datasets into classes
* Since we are in 3-d Space, hence it is looking like a plane parallel to the x-axis. If we convert it in 2d space with z=1
* Hence we get a circumference of radius 1 in case of non-linear data.

**4.5.1 Python Implementation Of Support Vector Machine:**

we will pre-process/prepare the data so that we can use it in our code efficiently. It will be the same as we have done in Data pre-processing topic. The code for this is given below:

* 1. **#Data Pre-procesing Step**
  2. **# importing libraries**
  3. **import numpy as nm**
  4. **import matplotlib.pyplot as mp**
  5. **import pandas as pd**
  6. **#importing datasets**
  7. **a=pd.read\_excel(r"C:\Users\vennela\Documents\miniproject2/traindata1.xlsx",header=0)**

By executing the above lines of code, we will get the dataset as the output. Consider the given image:

Age of the patient Gender of the patient Total Bilirubin \

0 65.0 Female 0.7

1 62.0 Male 10.9

2 62.0 Male 7.3

3 58.0 Male 1.0

Direct Bilirubin  Alkphos Alkaline Phosphotase \

0 0.1 187.0

1 5.5 699.0

2 4.1 490.0

3 0.4 182.0

Sgpt Alamine Aminotransferase Sgot Aspartate Aminotransferase \

0 16.0 18.0

1 64.0 100.0

2 60.0 68.0

3 14.0 20.0

Total Protiens  ALB Albumin A/G Ratio Albumin and Globulin Ratio \

0 6.8 3.3 0.90

1 7.5 3.2 0.74

2 7.0 3.3 0.89

3 6.8 3.4 1.00

Result

0 1

1 1

2 1

3 1

The categorical values present in the gender column is replaced with female as 0 and male as 1. Below is the code for it:

**a["Gender of the patient"]=a["Gender of the patient"].replace("Female",0)**

**a["Gender of the patient"]=a["Gender of the patient"].replace("Male",1)**

Checking and removing the null values present in the dataset. Below is the code for it:

**print(a.isnull().sum())**

Age of the patient 2

Gender of the patient 902

Total Bilirubin 648

Direct Bilirubin 561

 Alkphos Alkaline Phosphotase 796

 Sgpt Alamine Aminotransferase 538

Sgot Aspartate Aminotransferase 462

Total Protiens 463

 ALB Albumin 494

A/G Ratio Albumin and Globulin Ratio 559

Result 0

dtype: int64

**a=a.dropna()**

**print(a.isnull().sum())**

Age of the patient 0

Gender of the patient 0

Total Bilirubin 0

Direct Bilirubin 0

 Alkphos Alkaline Phosphotase 0

 Sgpt Alamine Aminotransferase 0

Sgot Aspartate Aminotransferase 0

Total Protiens 0

 ALB Albumin 0

A/G Ratio Albumin and Globulin Ratio 0

Result 0

dtype: int64

Now, we will extract the dependent and independent variables from the given dataset. Below is the code for it:

**#Extracting Independent and dependent Variable**

**x=a.iloc[:,2:-1]**

**y=np.array(a.iloc[:,10:])**

In the above code, we have taken [2, 3, 4, 5, 6, 7, 8, 9] for x because our independent

Variables are **Total Bilirubin, Direct Bilirubin, Alkphos Alkaline Phosphotase , Sgpt Alamine Aminotransferase, Sgot Aspartate Aminotransferase, Total Protiens, ALB Albumin A/G Ratio Albumin and Globulin Ratio** , which are at index 2, 3, 4, 5, 6, 7, 8, 9. And we have taken 10 for y variable because our dependent variable is at index 10.

Now we will split the dataset into a training set and test set. Below is the code for it:

1. **# Splitting the dataset into training and test set.**
2. **from sklearn.model\_selection import train\_test\_split**
3. **X\_train, X\_test, Y\_train, Y\_test= train\_test\_split(x, y, random\_state=0)**

**Fitting the SVM classifier to the training set:**

Now the training set will be fitted to the SVM classifier. To create the SVM classifier, we will import **SVC** class from **Sklearn.svm** library. Below is the code for it:

* 1. **from sklearn.svm import SVC**
  2. **clf\_s = SVC(random\_state=7,gamma="auto")**
  3. **clf\_s.fit(X\_train,Y\_train)**

Output follows as:

SVC(C=1.0, cache\_size=200, class\_weight=None, coef0=0.0,

decision\_function\_shape='ovr',degree=3, gamma='auto\_deprecated',

kernel='linear', max\_iter=-1, probability=False, random\_state=0,

shrinking=True, tol=0.001, verbose=False)

The model performance can be altered by changing the value of **C(Regularization factor), gamma, and kernel**.

**Predicting the test set result:**  
Now, we will predict the output for test set. For this, we will create a new vector y\_pred\_s. Below is the code for it:

1. **#Predicting the test set result**
2. **y\_pred\_s=clf\_s.predict(X\_test)**

In the above code, we have created a y\_pred\_s vector to predict the test set result.

By executing the above code, a new vector (y\_pred\_s) will be created under the variable explorer option. It can be seen as:

**[1 1 1 ... 1 1 1]**

### Test accuracy of the result:

### If we want to know the number of correct and incorrect predictions, we need to use the confusion matrix. Below is the code for it:

1. **#Creating the Confusion matrix**
2. **from sklearn.metrics import confusion\_matrix**
3. **print(confusion\_matrix(y\_pred\_s, Y\_test))**

output:

[[4824 2]

[ 1 1963]]

We will also create accuracy score and classification report to analyse classification. To create it, we need to import the **accuracy\_score** function and **classification\_report** function from the sklearn library. After importing the function, we will call it using a new variable **cm**. The function takes two parameters, mainly **Y\_test** (the actual values) and y\_**predict** (the targeted value return by the classifier). Below is the code for it:

* Accuracy is the percent of correct classifications and can be defined as:

Accuracy = (TP + TN/( TP + FP + TN + FN)) × 100

* Sensitivity is the rate of true positive and can be defined as:

Precision= (TP/(TP + FN ))× 100

* Specificity is the true negative rate and can be defined as:

Recall = (TN/(TN + FP)) × 100

Where:

TP = the number of positive examples correctly classified.

FP = the number of positive examples misclassified as negative

FN = the number of negative examples misclassified as positive

TN = the number of negative examples correctly classified

1. **#Creating the  Accuracy Score and classification report**
2. **from sklearn.metrics import accuracy\_score ,classification\_report**
3. **print(accuracy\_score(y\_pred\_s,Y\_test))**
4. **print(classification\_report(y\_pred\_s,Y\_test))**

0.9998527245949926

precision recall f1-score support

1 1.00 1.00 1.00 4827

2 1.00 1.00 1.00 1963

accuracy 1.00 6790

macro avg 1.00 1.00 1.00 6790

weighted avg 1.00 1.00 1.00 6790

1. **CONCLUSION**

The main focus of this paper is to throw light on the importance of different classification techniques for disease prediction, particularly liver related diseases. The dataset that has been reviewed is considered in so many existing techniques.

In this project, we have proposed methods for predicting liver disease in patients using machine learning techniques. The four machine learning techniques that were used include SVM, Logistic Regression, Decision Tree and Random Forest. The system was implemented using all the models and their performance was evaluated. Performance evaluation was based on certain performance metrics. Decision Tree, Random Forest and Support Vector Machine was the model that resulted in the highest accuracy with an accuracy of 99%. Comparing this techniques with logistic regression with the high accuracy techniques, it was discovered that logistic regression proved poor efficient. This project can be improved by creating GUI and make available for all people.
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