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NLP – A5 (written)

1. **Attention exploration**

(a)

1. In Attention, *α* refers to the attention weights assigned to each input token or element in a sequence. These attention weights are non-negative and sum up to 1, indicating the relative importance of each token in generating the output. Since the attention weights represent a probability distribution over the input tokens, they can be interpreted as a categorical probability distribution. This allows the model to selectively focus on the most relevant parts of the input sequence when generating the output.
2. The categorical distribution α will put almost all of its weight on some αj, where *j ∈ {1, . . . , n},* if the query *q* is very similar to one of the keys *ki* in the set {*k1, . . . , kn*}. This happens because the corresponding probability in the categorical distribution will be significantly larger than the other probabilities. The degree to which this occurs depends on the similarity between the query and the keys. If the query is dissimilar to all of the keys, then the distribution will be relatively diffuse with the probability mass spread out between many different αi.

1. The categorical distribution assigns probabilities to a set of keys. If the query is very similar to one or more of the keys, then the corresponding probability in the distribution will be much higher than the other probabilities, and the key with the highest probability will be selected as the output.

(b)

i. Let *A* be a matrix formed by concatenating basis vectors {*a1, a2, . . . , am*}, and let *B* be a matrix formed by concatenating basis vectors {*b1, b2, . . . , bp*}. Using these matrices, we can express linear combinations of *va* and *vb* as follows:

*va = c1a1 + c2a2 + · · · + cmam = Ac*

*vb = d1b1 + d2b2 + · · · + dpbp = Bd*

Our goal is to find a matrix *M* that satisfies two conditions: first, when *M* is multiplied by *vb*, the resulting vector is the zero vector; second, when *M* is multiplied by *va*, the resulting vector is the same as *va* (but expressed in the coordinate system of *M*).

*Ms = va*

*Mva + Mvb = va*

We can observe that for all j and k, *aj⊤bk = 0* , *A⊤B = 0*. And, since *ai⊤aj = 0* whenever *j ≠ i* and since *ai⊤aj = 1* whenever *j = i* because vectors are normalized, *A⊤A = I*. If we substitute *M* with *A⊤*, we obtain:

*A⊤Ac + A⊤Bd = Ic + 0d = c*

And we know that in terms of *d* (not in terms of *A* and *B*), *va* is just a collection of constants *c*. Thus *M = A⊤*

ii. From *c ≈ 0.5va + 0.5vb* , follows *αa = αb = 0.5* And from (a) we know that this means:

.

Let *ka⊤q = k b⊤ q = β*,

then and for β ≫ 0 ⇒ *exp(β)* → ∞ we get ≈

So *q = β(ka + kb) with β ≫ 0 .*

(c)

i. Given that the variances (represented by diagonal covariance values) for *i* *∈* {*1, 2, ..., n*} are extremely small, we can infer that each key vector is in close proximity to its mean vector: *ki ≈ µi*

Since all of the mean vectors are perpendicular to each other, we can simplify the problem to the previous scenario where all keys were also perpendicular to each other. As a result, *q* can be represented as:

*q = β(µa + µb), where β ≫ 0*

ii. Since *µi⊤µi = 1*, ka varies between *(α + 0.5)µa* and *(α + 1.5)µa*. All other *ki* , whenever *i ≠ a*, almost don’t vary at all. Noting that α is vanishingly small:

*k a⊤q ≈ γµa⊤β(µa + µb) ≈ γβ, where β ≫ 0*

*kb⊤q ≈ µb⊤β(µa + µb) ≈ β, where β ≫ 0*

We can now directly solve for coefficients αa and αb, remembering that for large *β* values *exp(0)* are insignificant:

Since *γ* varies between *0.5* and *1.5*, and since *β ≫ 0*, we have that:

Since *c ≈ αava + αbvb* because other terms are insignificant when *β* is large, we can see that *c* oscillates between *va* and *vb*:

*c ≈ vb, when γ → 0.5; c ≈ va, when γ → 1.5*

(d)

i. With the same assumptions as before, we can design q1 and q2 such that one of them copies *va* and another copies *vb*. Since all keys are similar to their means and following the explanation in question (a) iv., we express the queries as:

*q1 = βµa, q2 = βµb, for β ≫ 0*

This gives us: *c1 ≈ va; c2 ≈ vb* And since multiheaded attention is just an average of the 2 values, we can see that:

*c ≈ (va + vb)*

ii. With regards to question (c) ii., if we choose *q1 = βµa* and *q2 = βµb* ,we get that (note that all other key-query dot products will be insignificant):

*k a⊤q ≈ γµa⊤β(µa + µb) ≈ γβ, where β ≫ 0*

*kb⊤q ≈ µb⊤β(µa + µb) ≈ β, where β ≫ 0*

We can solve for *α* values (again, note that all other key-query dot products will be insignificant when *β* is large):

Since we can say that *αi1 ≈ 0* for any *i ≠ a* and *αi2 ≈ 0* for any *i ≠ b* is easy to see that:

c1 ≈ va, c2 ≈ vb , So *c ≈ (va + vb).*

**2) Pretrained Transformer models and knowledge access**
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(g)

1. ![](data:image/png;base64,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) i.
2. The Attention layers play a vital role in the perceiver approach. In case the input dimensionality is denoted as d, the QKV attention operation's complexity is O(d × ℓ). However, using cross-attention, we can project K and V from the input while Q is a projection of a learned latent vector reduced by m. The dimension of this latent vector is m, which is considerably smaller than ℓ. This way, the attention operation's complexity reduces to O(d × m). Similarly, the self-attentions' complexity in the latent transformer blocks also decreases to O(m2). While multi-headed attention has a time complexity of O(ℓ2d + ℓd2), the perceiver model's time complexity is O(dm + Lm2). Here, d refers to the byte array's dimensionality, m represents the latent array's dimensionality, and L denotes the transformer's depth.

**3) Considerations in pretrained knowledge**

(a) The pre-trained model was able to achieve higher accuracy due to its prior knowledge gained from being trained on a vast dataset. By learning patterns and features during the pre-training process, it became better equipped to generalize on new examples. On the other hand, the non-pretrained model had to start from scratch, lacking initial knowledge and taking longer to learn significant representations, ultimately resulting in lower accuracy.

(b) 1. The potential consequences of this behavior could result in users unknowingly citing inaccurate information in their work. For example, if a user is attempting to identify the birthplace of a famous person and the model fails to provide accurate information, the user may inadvertently provide incorrect information, adversely affecting the quality of their work.

2. The behavior of the model in retrieving inaccurate information has the potential to cause users to unwittingly disseminate false information related to the given subject matter. For instance, if a user relies on the model to retrieve information about a famous person, such as their birthplace, and the retrieved information proves to be false, the user may inadvertently propagate erroneous facts about the individual which others may come to believe. This situation could lead to confusion and disputes within society.

(c) If a name is given to the model, it will attempt to optimize its accuracy by utilizing its parameters in order to retrieve information that is associated with people who possess similar names. This feature is particularly useful in cases where there may be a typographical error in the name provided. However, if the name provided is only similar to one of the names that the model has previously learned about, the retrieved information may not be accurate and could potentially lead to quality and social concerns, as described in 3b.