如何才能在掷骰子游戏中必赢？

简介

掷骰子猜大小是一个庄家概率必赢游戏。但这个结论只是建立在每次竞猜是独立事件的前提下。如果玩家改变竞猜策略，每次竞猜金额在之前竞猜的结果基础决策，会不会使这个游戏变为玩家必赢游戏？比如每次竞猜金额为之前所有的亏损额再加上自己预期的收益额，那么假设有足够多的本金，猜足够多次，只要能猜中一次，玩家就必然能得到预期的收益额。 此“必赢”竞猜策略要求玩家有足够多的本金，不然可能会存在本金用完之前，还没有赢到预期的收益额的后果。我们能不能有一个比上例更优竞猜策略，使得玩家（在更低风险的限制条件下）必赢？本文通过参考AlphaGo Zero的思路, 利用神经网络和蒙特卡洛树搜索算法（Monte Carlo Tree Search, MCTS），只根据掷骰子的游戏规则，生成最优的竞猜策略，解开掷骰子游戏的玩家必赢的奥秘。

一. 庄家必赢的掷骰子

大家都玩过或听过掷骰子猜大小的游戏。因为存在三个骰子点数相同时庄家通吃的情况，玩家无论是猜大还是猜小，赢的概率都是小于50%（约为48.6%），这是一个庄家概率必赢游戏，这也是这个游戏存活的保证。因此，在玩家每次等额（或随机数额）竞猜的情况下，长期玩下去，玩家最后的预期都是输的，可以粗略地认为，100元的本金的预期剩余只有约97.2元，或者说，1000个玩家里，预计约486个玩家最终能赢X元，剩余的514个玩家会输X元。

但是概率归概率，任何游戏都有它的技巧。在掷大小游戏中，玩家能不能也通过技巧（策略）来做到必赢或者大概率赢？这个技巧如果从每次竞猜是猜大还是猜小去思考，结果显然是徒劳无功的。因为每次掷骰子出现大或小的情况，相对之前出现大小的情况都是独立事件。不管之前连续出现了100次大，下一次出现大或小的概率都为48.6%，而不是更大概率地结果为小。当然，这是在骰子是正常构造的，且为人为控制其结果的前提下。相反，如果某个骰子由于制造工艺的原因导致出现结果偏向于为6，那么这种情况下，连续出现100次大以后，下一次出现结果为大的概率仍然比小要更高一点。但是这种骰子的差异或人为干涉的情况由于属于非正常游戏且不可估量，就不在本文的分析范围内。

虽然无论猜大还是猜小，玩家都是小概率赢且猜大或小其实无关紧要，但是玩家每次竞猜的数额还是可以控制。如果玩家每次竞猜金额为之前所有的亏损额再加上自己预期的收益额，那么假设有足够多的本金，猜足够多次，只要能猜中一次，玩家就必然能得到预期的收益额。原来有如此好用的竞猜策略，那么如果玩家按照这个策略去玩掷骰子游戏，庄家是不是可以破产了？答案似乎是，但好像又不会有那么便宜的事。这个竞猜策略在下一节中将归纳为“弥亏”策略。在 此竞猜策略假设玩家有足够多的本金，不然可能会存在本金用完之前，还没有赢到预期的收益额的后果。这个假设条件对玩家实际做到“必赢”影响如何，下一节将作分析。

总之，上述的庄家概率必赢结论，是建立在每次竞猜都是相对独立事件的情况下。如果每次竞猜的选择会根据之前的竞猜结果作出调整，上述庄家概率必赢结论未必成立。会不会存在一种竞猜策略，使得玩家必赢呢？我们在下一节来讨论玩家必赢的竞猜策略。

扩展一点关于掷骰子庄家必赢的原理：

一般来说，在此游戏规则的限定下，玩家必输。在常见的掷骰子游戏中，由三个骰子投出，竞猜它们的正面显示数字的情况。每次竞猜由两部分构成，一个是注种选择（包括大、小、三个一，三个二等），一个是竞猜数额。每次根据掷骰子的结果，玩家会得到一定倍率的回报或者失去竞猜数额。值得注意，回报的倍率乘以对应注种出现的概率必然小于1。如注种为小的情况：三个骰子的和为4至10，其中不包括三个骰子数字一样的情况，其出现概率为p=(6\*6\*6 – 6)/ 2/(6\*6\*6) = 48.6%，其倍率为2。投大投小概率都一样，为了简便，在不考虑选择除了大小外的其它注种的情况下，长期竞猜的玩家剩余数额期望为：

，其中ci为第i次的竞猜数额，C为玩家竞猜的总本金。从这个角度看，无论每次的竞猜数额是多少，长期下来玩家的剩余数额都是比本金少的。r

二. 玩家必赢的竞猜策略

下面的讨论过程会涉及数学归纳和概率的知识。

首先我们看一个玩家必赢的充分条件：假设存在一个竞猜策略，当玩家预期的收益额是X，通过这个竞猜策略决定注种和数额，能让玩家在一定竞猜回合内必定能赢得不少于这个预期的收益额的回报。

如果具备这个充分条件，那么玩家就可以在每一轮（包括多个竞猜回合）利用这个竞猜策略赢得不少于X数额时，立刻终止一轮竞猜，然后从头开始，在下一轮中重复使用此竞猜策略。那么，玩家可以通过无限轮这样的竞猜中，赢取无限多X数额的回报。

如果有上述的那么一个竞猜策略，聪明的玩家可以通过掷骰子游戏获取无限的回报。那么，究竟有没有这样一个完美的竞猜策略呢？一个半正确的答案是，有的。在特定的前提下，玩家可以做到必赢。

一个在特定前提下的“弥亏”竞猜策略：假设玩家有足够多的本金，在每回合竞猜前，假设玩家之前所有回合累积亏损数额为Y，玩家每次竞猜的注种默认选“小”，竞猜数额为X+Y。

弥亏策略是上述必赢充分条件的一个例子，而它本身的特定假设就是“玩家有足够多的本金”。例如，玩家的预期收益额为100，第一回合开始时，玩家亏损数额为0，那么根据弥亏策略，玩家第一回合的竞猜金额就为100。如果此回合竞猜结果为小，玩家除本金外收益100，本轮竞猜可以结束，玩家可以开始下一轮竞猜，下一轮竞猜亏损数额重置为0。如果此回合竞猜结果不为小，那么玩家亏损数额100，在第二回合的竞猜金额为100+100=200。如果第二回合玩家竞猜还是不中，玩家累积亏损数额为300，那么在下面的几个回合里，玩家竞猜的金额分别应该是400，800，...，2i-1\*100，直到玩家竞猜中一次，然后结束本轮竞猜。可见，假设第n回合玩家能第一次赢，玩家的本金就必须能覆盖之前n-1回合的累积亏损数额和第n回合的竞猜数额，即本金应满足：，或换句话说，如果在n回合内玩家还没有第一次赢，玩家就会面临不能挽回亏损，甚至全部本金亏损的可能（取决于第n回合竞猜金额不足时，玩家是选择放弃竞猜还是all in）。

那么，在本金有限，可能第n回合余额不足以执行策略，但选择all in，可能亏损全部本金的情况下，玩家使用弥亏策略的期望余额是：

. 具体地，p为0.486，当玩家本金C=10000，期望收益额X=100时，n=7，Br<Bo=9980.01 =0.998C<C。看来，使用弥亏策略，在本金有限的实际前提下，玩家能获得比随机或等额竞猜更高的期望余额，但是相对本金来说，余额仍然是负数的。在本金有限时使用弥亏策略长期玩下去，玩家仍然会输。

弥亏竞猜策略比随机或等额竞猜策略有更高的期望余额，让我们看到了更好的竞猜策略能在掷大小游戏中获得一定优势。那么，有没有其它的必赢竞猜策略可以比弥亏策略有更宽松的特定条件或者能更快的达到预期收益额呢？使用机器学习方法的人工智能策略也许是一个不错的切入点。我们受AlphaGo Zero1启发，通过神经网络和蒙特卡洛树搜索(MCTS)，根据游戏规则，生成能提供最佳回报的竞猜决策。

三. MCTS最优竞猜策略

MCTS是人工智能的传统方法，通过搜索游戏状态的可能的不断转变的结果，选择一个最终能赢得游戏或者获取游戏高分的动作。理论上，几乎所有的游戏都可以用MCTS解决。但是由于很多游戏可能的游戏动作太多，状态空间太多，导致搜索树的深度或广度太大，在计算机的计算能力范围内有生之年都不可解决。如围棋就有约1,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000（171个零）种游戏状态。要解决这些游戏就要在游戏达到最终状态前，对游戏的某个状态的收益进行估算。不论是AlphaGo2，还是后来更强的AlphaGo Zero都是利用机器学习的神经网络对围棋的游戏状态收益进行预估，结合 MCTS来选择下棋动作的，进行强化学习的。

同样，我们可以借鉴AlphaGo Zero，把机器学习和MCTS结合，仅仅通过规定游戏规则，让计算机在规则范围内不断地按照神经网络的输出结果进行尝试，根据尝试后的输赢结果对神经网络进行强化学习。在这过程中，计算机将学习到一个能赢得游戏的策略。

首先，神经网络是用于输入掷骰子游戏的状态，生成竞猜的选择和状态预估收益。它的结构如下：

它的输入游戏状态只有三个维度：回合数、余额和目标收益。相对围棋，它的状态空间小很多，假设回合数控制在100以内，余额从0%到100%，目标收益在1%到100%，那么状态总数约只有1000000。输出的是竞猜选择P为各注种的选择和竞猜数额的组合的概率，和状态预估收益V。如输入为（0，100， 1）时，一个输出可能为1%的概率选择猜小，数额为10，0.5%的概率选择猜小，数额为5等等；状态（0，100，1）的预估收益为0.9 。

有了这个神经网络我们就能对MCTS中游戏状态收益进行预估并对游戏动作进行选择。如下图所示，在一次游戏中，MCTS对于任一个游戏状态，它的每一步搜索过程包括如下四个步骤：选择、扩展及预估、反推，和行动。
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