## 一．基于词典匹配的方法（字符串匹配、机械分词方法）

定义:按照一定策略将待分析的汉字串与一个“大机器词典”中的词条进行匹配，若在词典中找到某个字符串，则匹配成功。

按照扫描方向的不同：正向匹配和逆向匹配按照长度的不同：最大匹配和最小匹配

## 1.正向最大匹配思想 MM

（1）从左向右取待切分汉语句的m 个字符作为匹配字段，m 为大机器词典中最长词条个数。

（2）查找大机器词典并进行匹配。若匹配成功，则将这个匹配字段作为一个词切分出来。

若匹配不成功，则将这个匹配字段的最后一个字去掉，剩下的字符串作为新的匹配字段，进行再次匹配，重复以上过程，直到切分出所有词为止。

## 2. 逆向最大匹配算法 RMM

该算法是正向最大匹配的逆向思维，匹配不成功，将匹配字段的最前一个字去掉，实验表明，逆向最大匹配算法要优于正向最大匹配算法。

## 双向最大匹配法(Bi-directction Matching method,BM)

双向最大匹配法是将正向最大匹配法得到的分词结果和逆向最大匹配法的到的结果进 行比较，从而决定正确的分词方法。据 SunM.S. 和 Benjamin K.T.（1995）的研究表明，中文中 90.0％左右的句子，正向最大匹配法和逆向最大匹配法完全重合且正确，只有大概 9.0％的句子两种切分方法得到的结果不一样，但其中必有一个是正确的（歧义检测成功），只有不到 1.0％的句子，或者正向最大匹配法和逆向最大匹配法的切分虽重合却是错的，或者正向最大匹配法和逆向最大匹配法切分不同但两个都不对（歧义检测失败）。这正是双向最大匹配法在实用中文信息处理系统中得以广泛使用的原因所在。

## 4. 设立切分标志法

优先在待分析字符串中识别和切分出一些带有明显特征的词，以这些词作为断点（切分标志），可将原字符串分为较小的串再来进机械分词，从而减少匹配的错误率。

**5. 最佳匹配（OM，分正向和逆向）**

对分词词典按词频大小顺序排列，并注明长度，降低时间复杂度。

## 二．基于统计的分词

主要思想：上下文中，相邻的字同时出现的次数越多，就越可能构成一个词。因此字与字相邻出现的概率或频率能较好的反映词的可信度。

主要统计模型为：N 元文法模型（N-gram）、隐马尔科夫模型(Hidden Markov Model, HMM)

## 1. N-gram 模型思想

模型基于这样一种假设，第 n 个词的出现只与前面N-1 个词相关，而与其它任何词都不相关，整句的概率就是各个词出现概率的乘积 .

我们给定一个词，然后猜测下一个词是什么。当我说“艳照门”这个词时，你想到下一个词是什么呢？我想大家很有可能会想到“陈冠希”，基本上不会有人会想到“陈志杰”吧。

N-gram 模型的主要思想就是这样的。

对于一个句子 T，我们怎么算它出现的概率呢？假设 T 是由词序列W1,W2,W3,…Wn

组成的，那么

*P*(*T* )  *P*(*W*1*W*2*W*3...*Wn* )  *P*(*W*1)*P*(*W*2 |*W*1)*P*(*W*3 |*W*1*W*2 )...*P*(*Wn* |*W*1...*Wn*1)

但是这种方法存在两个致命的缺陷：一个缺陷是参数空间过大，不可能实用化；另外一个缺陷是数据稀疏严重。

为了解决这个问题，我们引入了马尔科夫假设：一个词的出现仅仅依赖于它前面出现的有限的一个或者几个词。

## 2. 隐马尔科夫模型思想

如果一个词的出现仅依赖于它前面出现的一个词，那么我们就称之为 bigram。即

*P*(*T* )  *P*(*W*1*W*2*W*3...*Wn* )  *P*(*W*1 )*P*(*W*2 | *W*1 )*P*(*W*3 | *W*1*W*2 )...*P*(*Wn* |*W*1...*Wn*1)

 *P*(*W*1 )*P*(*W*2 | *W*1 )*P*(*W*3 | *W*2 )...*P*(*Wn* |*Wn*1 )

如果一个词的出现仅依赖于它前面出现的两个词，那么我们就称之为 trigram。

在实践中用的最多的就是 bigram 和trigram 了，而且效果很不错。高于四元的用的很少，因为训练它需要更庞大的语料，而且数据稀疏严重，时间复杂度高，精度却提高的不多。

设 w1,w2,w3,...,wn 是长度为 n 的字符串，规定任意词 wi 只与它的前两个相关，得到三元概率模型

*n*

*P*(*W* )  *P*(*W*1 )*P*(*W*2 | *W*1 )*P*(*Wi* | *Wi*2*Wi*1 )

*i*3

以此类推，N 元模型就是假设当前词的出现概率只同它前面的 N-1 个词有关。

## 3. 基于字标注的中文分词方法

以往的分词方法，无论是基于规则的还是基于统计的，一般都依赖于一个事先编制的词表(词典)。自动分词过程就是通过词表和相关信息来做出词语切分的决策。与此相反，基于字标注的分词方法实际上是构词方法。即把分词过程视为字在字串中的标注问题。由于每个字在构造一个特定的词语时都占据着一个确定的构词位置(即词位)，假如规定每个字最多只有四个构词位置：即 B(词首)，M (词中)，E(词尾)和 S(单独成词)，那么下面句子(甲)的分词结果就可以直接表示成如(乙)所示的逐字标注形式：

(甲)分词结果：／上海／计划／N／本／世纪／末／实现／人均／国内／生产／总值／五千美元／

(乙)字标注形式：上／B 海／E 计／B 划／E N／S 本／s 世／B 纪／E 末／S 实／B 现／

E 人／B 均／E 国／B 内／E 生／B 产／E 总／B 值／E 五／B 千／M 美／M 元／E 。

／S

首先需要说明，这里说到的“字”不只限于汉字。考虑到中文真实文本中不可避免地会包含一定数量的非汉字字符，本文所说的“字”，也包括外文字母、阿拉伯数字和标点符号等字符。所有这些字符都是构词的基本单元。当然，汉字依然是这个单元集合中数量最多的一类字符。

把分词过程视为字的标注问题的一个重要优势在于，它能够平衡地看待词表词和未登录词的识别问题。在这种分词技术中，文本中的词表词和未登录词都是用统一的字标注过程来实现的。在学习架构上，既可以不必专门强调词表词信息，也不用专门设计特定的未登录词(如人名、地名、机构名)识别模块。这使得分词系统的设计大大简化。在字标注过程中，所有的字根据预定义的特征进行词位特性的学习，获得一个概率模型。然后，在待分字串上，根据字与字之间的结合紧密程度，得到一个词位的标注结果。最后，根据词位定义直接获得最终的分词结果。总而言之，在这样一个分词过程中，分词成为字重组的简单过程。然而这一简单处理带来的分词结果却是令人满意的。

## 三．基于规则的分词（基于语义或理解）

通过模拟人对句子的理解，达到识别词的效果，基本思想是语义分析，句法分析，利用句法信息和语义信息对文本进行分词。自动推理，并完成对未登录词的补充是其优点。不成熟.

这种分词方法是通过让计算机模拟人对句子的理解，达到识别词的效果。其基本思想就是在分词的同时进行句法、语义分析，利用句法信息和语义信息来处理歧义现象。它通常包括三个部分：分词子系统、句法语义子系统、总控部分。在总控部分的协调下，分词子系统可以获得有关词、句子等的句法和语义信息来对分词歧义进行判断，即它模拟了人对句子的理解过程。这种分词方法需要使用大量的语言知识和信息。由于汉语语言知识的笼统、复杂性，难以将各种语言信息组织成机器可直接读取的形式，因此目前基于理解的分词系统还处在试验阶段。

具体概念:有限状态机、语法约束矩阵、特征词库

## 四．三种分词算法的比较

到目前为止，还无法证明哪一种方法更准确，每种方法都有自己的利弊，有强项也有致命弱点，简单的对比见下表所示：

各种分词方法的优劣对比

|  |  |  |  |
| --- | --- | --- | --- |
| **分词方法** | **基于字符串匹配分词** | **基于理解的分词** | **基于统计的分词** |
| 歧义识别 | 差 | 强 | 强 |
| 新词识别 | 差 | 强 | 强 |
| 需要词典 | 需要 | 不需要 | 不需要 |
| 需要语料库 | 否 | 否 | 是 |
| 需要规则库 | 否 | 是 | 否 |
| 算法复杂性 | 容易 | 很难 | 一般 |
| 技术成熟度 | 成熟 | 不成熟 | 成熟 |
| 实施难度 | 容易 | 很难 | 一般 |
| 分词准确性 | 一般 | 准确 | 较准 |
| 分词速度 | 快 | 慢 | 一般 |

# 1.歧义识别

歧义识别指一个字符串有多种分词方法，计算机难以给出到底哪一种分词算法才是正确的分词系列。如"表面的"可以分为"表面/的"或"表/面的"。计算机无法判断哪一种才是准确的分词系列。

基于字符串的分词算法：仅仅是跟一个电子词典进行比较，故不能进行歧义识别； 基于理解的分词算法：指通过理解字符串的含义，故有很强的歧义识别能力；

基于统计的分词算法：根据字符连续出现次数的多少，得到分词系列，故常常能够给出正确的分词系列选择，但是也有可能判断错误的情况。

**2.新词识别**

新词识别也称作未登录词识别，指正确识别词典中没有出现的词语。姓名、机构名、地址、称谓等千变万化，词典中常常不能完全收录这些词语；另外，网络中出现的流行用语也是一种未登录词的常见来源，如"打酱油"为最近出现在网络中， 并迅速流行，从而成为一个新词。大量的研究证明新词识别是中文分词准确性的一个重要影响因素。

基于字符串的分词算法：无法正确识别未登录词，因为这种算法仅仅与词典中存在的词语进行比较；

基于理解的分词算法：理解字符串的含义，从而有很强的新词识别能力；

基于统计的分词算法：这种算法对第二种未登录词有很强的识别能力，因为出现次数多，才会当作一个新词；对于第二类未登录词，这类词语有一定的规律，如姓名：

"姓"+ 名字，如李胜利；机构：前缀+称谓，如希望集团；故需要结合一定的规则进行识别，仅仅统计方法难以正确识别。

**3.需要词典**

基于字符串的分词算法：基本思路就是与电子词典进行比较，故电子词典是必须的。并且词典越大，分词的正确率越高，因为词典越大，未登录词越少，从而可以大大减少未登录词识别的错误；

基于理解的分词算法：理解字符串的含义，故不需要一个电子词典；

基于统计的分词算法：仅仅根据统计得到最终的结果，故电子词典不是必须的。

**4.需要语料库**

基于字符串的分词算法：分词过程仅仅与一个已经存在的电子词典进行比较，故不需要语料库；

基于理解的分词算法：理解字符串的含义，故不需要电子词典；

基于统计的分词算法：需要语料库进行统计训练，故语料库是必须的；且好的语料库是分词准确性的保证。

**5.需要规则库**

基于字符串的分词算法：分词过程仅仅与一个已经存在的电子词典进行比较，不需要规则库来进行分词；

基于理解的分词算法：规则是计算机进行理解的基础，故准确、完备的规则库是这种分词算法的前提；

基于统计的分词算法：根据语料库统计训练，故规则库不是必须的。

**6.算法复杂性**

基于字符串的分词算法：仅仅进行字符串的比较操作，故算法简单；

基于理解的分词算法：需要充分处理各种规则，故算法非常复杂；事实上到目前为止，还没有成熟的这类算法；

基于统计的分词算法：需要语料库进行训练，虽然算法也比较复杂，但是已经比较常见，故这种分词的复杂性比第一种大，比第二种容易。现在的实用分词系统都采用这种算法。

**7.技术成熟度**

基于字符串的分词算法：是最早出现也是最成熟的算法；

基于理解的分词算法：是最不成熟的一类算法，到目前为止还没有成熟的算法； 基于统计的分词算法：已经有多种成熟的这类算法，基本上能够满足实际的应用。

故技术成熟度：基于匹配的分词算法>基于理解的分词算法>基于统计的分词算法。

**8.实施复杂性**

同上面的道理，实施复杂性：基于理解的分词算法>基于统计的分词算法>基于匹配的分词算法。

**9.分词准确性**

到目前为止还没有一个准确的结论，不过从理论上说，基于理解的分词算法有最高的分词准确性，理论上有 100%的准确性；而基于匹配的分词算法和基于统计的分词算法是一种"浅理解"的分词方法，不涉及真正的含义理解，故可能会出现错误， 难以达到 100%的准确性。

**10.分词速度**

基于匹配的分词算法：算法简单，操作容易，故分词速度快，所以这种算法常常作为另外两种算法的预处理，进行字符串的粗分；

基于理解的分词算法：这种算法常常需要操作一个巨大的规则库，故速度最慢； 基于统计的分词算法：这种分词算法仅仅是与一个统计结果进行比较，故速度一般。

故一般的分词速度从快到慢依次为：基于匹配的分词算法>基于统计的分词算法>基于理解的分词算法。

**五．分词算法的几个案例**

对下列三句话分词："和平民主"、"提高人民生活水平"、"大学生活像白纸"。

1. 用最大正向匹配方法得到的结果截图：

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAATEAAAAgCAIAAAD1+ti1AAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAFFElEQVR4nO1cMXYiMQy18/YokIKXE8AJ4AB7BChJs13K7bYJZXKEVNssnICcYF8auMtsARiPLMmyPQOzM/pFHjNjS7IsWZZmHFtVlbkrrLXtyWCtpR6hTFsVpk9wigIaprRXqFime+oUpwrj6Lc0tBAP5riZ2QtmmyPXOKHpGbvVueVxM7N2tbs+cYT48VgasgGaCgPTmKRMj6WfEI8X1Wo4WXnTJ4FwiqNMXQNfzqjN8ATj1hvo+cEYY8xye2K7X49qTcFMjNb7U7vtUijUeDI1T48jY0aPT2Y6GV+fgHFSEgMtS/yqECRleiz9hHi8qJuhfnKD6SuBW5EL/dAnGLfeQM8PIdFzNPxtpI7HQ2y91HKLNpYvtJIYK1rPUsbSE2DjBXHPsBYsUX455FyA8OhSksTRXbofINJQ3WvXdT3b6vA6G3+9VG9z2HG3sguzRR4Ys1vZn5ODH1XTgMrqBhMOrLqkLlQbhhFKSt5FgcLK8slQmXnqZXoJp1huPMyqgY7FLUwo2Qzr/UY9aBWhcEnLp7pNdyBZ4wpZONPPnvSkFTx1ETe0Q+YJcx+fPMHtIngRw6dJcwNswta3+3I6CgA/SvjwtXobDUenWChGoedTNKN3AO7mk/7iJ912iyvvVBtmY0Ndqt8COOX45o7uUXk6qVGFcRhhZPNFAqMApCQtAaNQvGzrvY9PouMJmzWSigCCKJGM7cpgAawWZB/CINlGpccxjbquJJ9MXWIYdhKmPpC66w3A1+gaZwfintszN85oyBCWXpNoCtdu09wU59UOo+IlgX4XYhfvxrwvrLXSDwQKwZTUSxCqryndKYTIm1m53Tc1xaA0Si0ljN82YlrI3nW03lfrQrLJaK8wQG1j/N0XeJqRtQ4KYOMKghL6PoC5pFjwdh81mIwpZmiiJQZJwpWBU5w8h0Pxt3WL90K2FyQNIGO0TBf3qIohlWnv4dTi/obqotTrd+dZCJ+2McWSOz5ZfixROQG0nqFQdAv3qfEoFAoKnfBJJsGgUgJJl0KR0DphIzXbaHeUb0tFaUXXcLezWkJU9e8JTzfRAkC2vfpkHaKpQlP1/Whjx6Imz9AOjg0JxFmt3epqcdcJb/KslgTOHJkf5ajEJ3Ss9+1RRgUICE95tQ2KigiXoR0cGxKIvev87WJy2+X7ouj1ZJnByGtlhjB6IRehPCh9+eoQHYitfxbDQT2xp4h+WzeeTM3fbPKj9X5/+jV/q66HvkKDA3eq+reUIWFgzbb+tjejmBwGKyCMv4V2d6T+ky5JZAiEYhU9QMwnj38+Ppcv+9yDkgSo4JDXOM8JQXfKw30x/MwT/GgKoZMDXvruqvcg667njHL88f2AnWpuDtb7FkTYGNwsNFM5d9fehfHUrDLMJNEtA5pPpqaviv8UpE9eMsqXr/FtPndFgJovUxoJ2wgZuegkoXC6j4ZNCaNoPulYCGkqeoZoPjn/8Todfx2MaXj7eoKLCRV2xCZvi1uST6IegjLy3bLB8KWRUBH9ZmD36/mz9xW+JDcGcTJ16ytn4V+CH4oeA4+Tx81s/Px5vlhuq+x/hsUiTJwKqzXlYkiMHo2TQsmj9MPAa9up7io6C9wn2z6uRW35qN0gb45omQSQZbqDdSHKFw2PwqUEbcbTcXfaCMiKDuI+Z7WYEiL6iC9vooWTjKIo4w/+ZXYhlJFf2EWzzSFAz2opFN1CJ86FKBQKhwSf1JdmCsUNoHFSoegW/gEN/5nVKBdCHAAAAABJRU5ErkJggg==)

1. 用基于统计的方法（隐马尔科夫模型）截图：
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将"人民生活水平"和"大学生活"添加到词库中，则得到很好的分词效果。
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