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**Abstract**

Scholars and university administrators have a vested interest in building equitable valuation systems of academic work for both practical (e.g., resource distribution) and more lofty purposes (e.g., what constitutes “good” research). Well-established inequalities in science pose a difficult challenge to those interested in constructing a parsimonious and fair method for valuation as stratification occurs within academic disciplines, but also between them. The *h*-index, a popular research metric, has been formally used as one such method of valuation. In this article, we use the case of the *h*-index to examine how the distribution of research metrics reveal within and between discipline inequalities. Using data from over 44,000 high performing scientists across 174 disciplines, we construct random effects within-between models predicting the *h*-index. Results suggest significant within-discipline variation in several forms, specifically sole-authorship and female penalties, as well as significant between discipline variation in terms of sole authorship. Conclusions include continued caution when using the *h*-index or similar metrics for valuation purposes.
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**Introduction**

From teaching to research, systematic evaluation of academic work presents a unique set of challenges as the academic disciplines that broadly organize scholarly labor differ upon several relevant factors, including demographic characteristics and the prevalence of team science for example. Differences in demographic characteristics, like race and gender, capture processes of racism and sexism that limit the opportunities for some scholars and not others across disciplines (Hofstra et al., 2020; Larivière et al., 2013; Xie & Shauman, 1998). Cultural and economic differences between disciplines, like the prevalence of team science or even the definition of success, can affect the quality and quantity of publication (Fortunato et al., 2018; Gardner, 2009; Stephan, 2012). Scholars have invented dozens of metrics that are formally or informally used in the evaluation of scholarly research, despite warnings about apples to oranges comparisons given within discipline and between discipline differences (Hicks et al., 2015). The most widely used metric of this type is the *h*-index, a simple score where a scholar with 10 published articles with at least 10 citations receives a *h*-index of 10.[[1]](#footnote-1) The limitations of the *h*-index are well understood, but less is known about how processes of inequality are embedded within its distribution both within and between disciplines. Here, we ask two questions: 1.) What within discipline factors contribute to variation in the *h*-index? 2.) Do between discipline differences exist in the *h*-index?

These questions arise from at least two important considerations. First, a defining characteristic of academic labor is that, like other forms of work, it is beset by inequalities. A large body of research describes the factors that contribute to inequality in academia (see Fox et al., 2017; Long & Fox, 1995 for reviews). From well-known pipeline effects to publication differences to varying effects of parenthood, scholars have shown the multifaceted ways some scholars are obstructed from paths to success at work (e.g., Fox, 2005; Grant et al., 2000; Morgan et al., 2021 among many others). At the same time, differences exist in the distribution of resources to disciplines as can be seen in variation in federal funding and the way resources are distributed to departments, the proxies for disciplines on university campuses (Katz & Matter, 2020). Second, numerous scholars have drawn attention to the increasing push to quantify aspects of social life (see Mennicken and Espeland, 2019). Research on the risks of quantification points to the crude ways that quantification reduces complex social phenomena often with implications for inequality and nearly always with implications for valuation or what is considered good or bad. In the case of scholarly metrics, critics have raised concerns about how these metrics transform scholarship into a capitalist-like market (e.g., neoliberalization), build unproductive individual constraints into academic labor, such as the anxiety connected to hyper-competitiveness, and ultimately result in less productive and innovative scholarship (Edwards & Roy, 2017; Muller, 2019) and efforts to “game metrics” at either the journal or individual-level (Siler and Larivière, 2022).[[2]](#footnote-2) Turning to within and between discipline variation in the *h*-index offers insight into how metrics relate to inequalities and provide a case of the potential for tyrannical metrics.

To understand factors that contribute to differences in scholar’s *h*-index or Hirsch Index, we turn to data on over 44,000 high-performing scientists across 174 disciplines in the United States. This analysis draws from Ioannidis et al.’s (2019) dataset identifying the top scientists in the Scopus database. To understand within and between discipline differences, we use random effects within-between (REWB) models predicting the *h*-index with a range of factors including disciplinary age, the number of sole publications, a female name index, and a measure of university productivity. The REWB model (see Bell, Fairbrother, & Jones 2019) are a new approach to multilevel modeling that accounts for distinct within and between effects consistent with calls to develop multilevel analyses of gender disparities in science (Fox, 2020). Results indicate that significant within discipline differences exist, including both female and sole authorship penalties. Results further show significant between discipline differences related to sole authorship. Conclusions highlight how the continued use of the *h*-index or similar metrics for valuation purposes potentially perpetuates inequality in science both within and between disciplines.

# Inequality in Science

Inequality in science, and in academia generally, persists within and between disciplines and along well-known axes. Gender is one of the most studied axes of inequality in science. Research on the scientific pipeline, for example, shows how obstacles, like cultural stereotypes about skills differences in math and science and related social psychological factors such as a sense of belonging, limit pathways to particular scientific fields for girls (Cech et al., 2011; Ma & Xiao, 2021; Penner & Willer, 2019). These pipeline factors continue throughout the research life course as men and women become segregated in doctoral programs by field and prestige (see Weeden et al., 2017). When these significant obstacles are overcome, women continue to experience inequality in academic work, including in publication. Publication is both the outcome of academic labor and the currency of academic careers. How many and the type of publications produced by a scientist translates into tangible resources, like salary raises and the job security of tenure, and less tangible resources, like prestige. While significant gains have been made by women in academic work - numerous fields that were predominantly men in the mid- to late-twentieth century are now majority women - publication, both in the quantity and quality, remains a site of persistent inequality (Xie & Shauman, 1998).[[3]](#footnote-3)

Sociologists of science have spent decades trying to disentangle the factors associated with gender differences in publication, especially related to differences in the number of publications and citations. Nearly 40 years ago, Cole and Zuckerman (1984) referred to the ongoing male advantage in publication and citation counts as the “productivity puzzle” as the causes of this advantage remained difficult to pinpoint. They conclude, “[S]ince gender differences in published productivity persist, the productivity puzzle has yet to be solved” (p. 250). While much has changed as women have made significant gains in many academic fields, research suggests that the productivity puzzle remains. For example, Leahey shows how the level of research specialization intervenes with gender affecting productivity with consequences for earnings (Leahey, 2006, 2007). More recently, Hofstra et. al. (2020) provide evidence of the complex mechanisms that help perpetuate gender and racial hierarchies in academic work. Using data on US doctoral recipients, they find that gender and racial minorities are more likely to generate innovative scientific work, but that this work is less likely to be adopted by future researchers with consequences for academic hiring.

A prestige puzzle may also follow the productivity puzzle as women may be less likely to publish in the top or most prestigious journals in their fields. As top journals have higher impact factors, the prestige puzzle could have a significant impact on differences in publication metrics and career outcomes. This form of inequality may occur for a variety of reasons from a lack of mentorship, different family and work-based responsibilities between men and women, and differences in specialization similar to Leahey’s work on specialization and productivity (Light, 2009). Drawing on literature on occupational segregation and identity, Light (2013) shows how the prestige puzzle has changed over time within sociology. Earlier cohorts of women sociologists were significantly less likely to publish in top sociology journals compared to men regardless of specialty areas. However, as more women entered sociology, occupational segregation occurred with subfields becoming sharply gender imbalanced. While baseline models of the prestige puzzle for more recent cohorts reveal the persistence of this form of inequality, more complete models that control for specialization, or occupational identity, show that the contemporary effect likely operates through these segregation processes. More recent work by Lynn et al. (2019) on sociology, economics, and political science shows a null effect of gender on citation when social scientists are situated in similar disciplinary and sub-field spaces, suggesting that teasing apart the contexts when a gender penalties persists and when it does not remains an important concern for those interested in inequality.

Collaboration also likely plays a role with significant historical differences in coauthorship networks based on gender (Moody, 2004). More recent work identifies how team science affects gender and publication in both political science and sociology pointing to how the structure of scientific work can negatively impact women social scientists (Akbaritabar & Squazzoni, 2021; Teele & Thelen, 2017). This suggests how within discipline differences may affect publication metrics, like the *h*-index, but also points to how inequality may occur between disciplines as pronounced differences exist between disciplines in terms of factors like gender composition and team vs. sole authorship.

## Inequality Between Disciplines

Both differences in gender composition and differences in the frequency of team science may have direct and indirect effects on how resources are distributed in universities. However, less is known about how these between discipline-based inequalities differ from within discipline inequality. Research on collaboration and citation impact using the *h*-index shows disciplinary differences in the effect that collaboration has on impact with more collaboration having a stronger impact in physics and medicine, while having a smaller effect in the brain sciences or computer science (Parish et al., 2018). Disciplinary differences occur regarding more tangible resources, like federal funding. Lanahan et al. (2016) describe the substantial differences between fields in terms of federal funding with implications - a “domino effect” - for future non-federal funding and a potential site of cumulative advantage stratifying disciplines (see Lynn and Espy, 2021). One of the ways that disciplines differ and also one of the ways that disciplines may be valued differently is how they perform on commonly used metrics.

# The Risks of Quantification

Quantification has become a central feature of contemporary life as “[a]dministration, management, and even mundane daily activities are increasingly structured around performance measures, cost-benefit analysis, risk calculations, ratings, and rankings” (Mennicken and Espeland, 2019:224). Critiques often focus on the risks of quantification as a central factor in determining worth or the “metrics fixation” occurs in a variety of fields from the law to business to education (Muller, 2019, p. 4). The turn to metrics is part of the broader process of neoliberalization of education. While neoliberalization is widely and sometimes sloppily used and therefore, perhaps, easy to dismiss, the concept succinctly captures the spread of economics logic - an effort to “economize everything” (Berg et al., 2016, p. 171) - such that neoliberal reason becomes common sense or simply the default rationale people use to make decisions. Metrics reinforce the notion that individual performance at work can be easily calculated and compared; therefore, material rewards like promotions and raises can be fairly and transparently applied. Of course, metrics often hide as much as they reveal as they simplify a process by carving away essential components. In universities, the metrics that help reinforce and are reinforced by neoliberal reason summarize entire careers for administrators who likely have little to no understanding of the research that the metrics summarize. This disempowers colleagues within and outside of a scholar’s university, while centralizing power in the hands of bureaucrats with little incentive to actually understand academic work.

University administrators’ use of metrics to evaluate faculty output is a fairly recent phenomenon. Prior to the development of bibliometric indicators, evaluation of scholarly research was performed primarily by disciplinary specialists who offered qualitative assessment of a research record. While peer assessment is still a central part of evaluation processes, metrics such as citation counts, journal impact factors, and the *h*-index are now commonly incorporated into hiring and promotion decisions (McKiernan et al., 2019) and are seen as more important to more vulnerable untenured scholars than tenured ones (Niles et al., 2020). Qualitative expert assessment that involves hours of engagement with the work summarized by metrics is likely seen with suspicion by some administrators motivated by a logic that privileges competition, central decision-making, and market valuation (Berg et al., 2016).

Critics have raised concerns about how metrics transform scholarship into a capitalist-like market at the core of neoliberalization resulting in “perverse incentives” for researchers to publish shoddy or fraudulent work (Edwards & Roy, 2017), while simultaneously resulting in mental health trauma for academic workers experiencing hypercompetitive markets and suspicious management (Forrester, 2021). Administrators’ increasing reliance upon metrics serves as a modern form of Taylorism, a production principle used in the early twentieth century that pursued technological solutions to the “problem” of worker-related inefficiencies on the shop floor with little regard to employee satisfaction or wellness. By using technology to set the nature and pace of production, owners and managers gained greater control over the labor process itself. Prioritizing metrics creates a demand for quantity over quality, and by following these demands academic laborers risk surrendering some degree of control over their own labor processes.

## The Case of the h-index

One key metric used for evaluation purposes is the *h*-index or Hirsch Index. Physicist Jorge Hirsch proposed the *h*-index as a “useful index to characterize the scientific output of a researcher” in a 2005 article in the *Proceedings of the National Academy of Sciences* (Hirsch, 2005). While acknowledging the “potentially distasteful” use of metrics for evaluation, he presents quantification as an economical means of evaluating impact. In this highly cited article, Hirsch defines the *h*-index as follows: “A scientist has index *h* if *h* of his or her Np papers have at least *h* citations each and the other (Np – *h*) papers have ≤*h* citations each” (p. 16569). In other words, a scholar with 10 of their 100 publications with a citation count of 10 will have a *h*-index of 10. He goes on to specify - again with some acknowledgement that metrics offer a “rough approximation” of a research portfolio - how and when the index could be put to use: “Based on typical h and m values found, I suggest (with large error bars) that for faculty at major research universities, *h* ≈ 12 might be a typical value for advancement to tenure (associate professor) and that *h* ≈ 18 might be a typical value for advancement to full professor” (p. 16571). In sum, this publication announced a simple means of evaluating research impact and permission to use the metric for evaluation purposes.

The immediate response to the *h*-index was largely positive with features in top scientific journals; however, some criticism of the index also quickly appeared (Barnes, 2017). Critics identified a range of issues from the relationship between the *h*-index and career length as well as the effect of self-citation (see Kelly & Jennions, 2006; Purvis, 2006 among numerous others). However, the *h*-index and variants have proven enormously popular both in the bibliometrics and science of science communities and among university administrators seeking quick and cheap ways to evaluate scholars, including universities and science funding agencies (Barnes, 2017). The *h*-index is included as a key quantitative metric for annual review and/or tenure and promotion in faculty handbooks in a range of departments and schools in the United States (c.f., handbooks from the Boston University School of Public Health (Boston University, 2018), the Ohio State University Department of Surgery (Ohio State University, 2014), or Oregon State University’s College of Business (Oregon State University, 2020)). Survey research in Germany on whether and how scholars understand the importance of the *h*-index indicate that scientists widely understand the importance of the *h*-index to their careers, but scholars in the humanities and social sciences do not (Kamrani et al., 2021). This variation is unfortunate as quantitative metrics are widely applied in German universities as elsewhere. In sum, despite some criticism, the *h*-index has been widely adopted although perhaps not widely understood. This analysis intends to examine within and between discipline inequalities in the *h*-index.

# Hypotheses

We develop the following hypotheses to better understand within and between discipline differences in the *h*-index, or Hirsch Index, based on the prior literature. Consistent with work on gender inequality and science and particularly work on the productivity and prestige puzzles, we examine the following:

Female Penalty Hypothesis (H1): Authors with names more frequently associated with women are more likely to have *lower* *h*-index scores.

In light of research on team science and its impact on academic careers, we examine the following:

Sole Author Hypothesis (H2): Authors with more sole-authored publications are more likely to have *lower* *h*-index scores.

Last, although less well understood, based on the research describing disciplinary differences in culture, such as propensity to collaborate, and material differences in resources, we examine the following:

Disciplinary Differences Hypothesis (H3): Significant *h*-index differences likely exist between disciplines in terms of both gender and sole authorship.

# Data and Methods

To evaluate these hypotheses, we analyze data on high performing scholars according to well-known metrics. Ioannidis et al. (2019) collected author-level bibliometrics on 100,000 high performing scholars from the Scopus database. They updated this data through 2019 and expanded to include the top 2% of authors in a wide range of disciplines (Ioannidis et al., 2020). We use the most up-to-date datafile for these analyses. These data suffer from several limitations, importantly including database coverage with some likely disciplinary differences (Mongeon & Paul-Hus, 2016; Singh et al., 2021). Nonetheless, these well-curated data represent a unique opportunity to evaluate within and between disciplinary differences. We also see these data as offering a conservative test of these differences as variation is likely to widen when moving beyond scholars who are in the top 100,000 on these metrics.

We reduce the data along several dimensions to address some of the limitations of the Scopus database and for analytic purposes. We limit the data to those who first published in 1960 or after and those who last published in 2015 or before to reduce potential noise in the data and provide an adequate picture of a plausible late to early stage academic career. We also limit the data to authors in the United States to account for geographic variation in the Scopus database and geographic variation in how universities are structured. These reductions results in a sample size of 44,964 scholars nested in 174 disciplines.

The focus of the analysis is the *h*-index, the dependent variable. Independent variables include: percentage female name, percentage of sole publications, university count of citation “all-stars,” a specialization or disciplinarity score, and publishing age or the years between first and last publication. Percentage female name is constructed using the gender package in R (Blevins & Mullen, 2015). Estimating gender is problematic for numerous reasons including the typical reliance on government-provided data that often assumes and contributes to the gender binary (see Mihaljević et al., 2019), and these methods should be used with caution and only when necessary. In this case, names are our only potential means of estimating gender. Here, we use the “ssa” method in the gender package drawing on data first names from 1940-1990 from the US Social Security Administration. As an acknowledgment of the imperfect assignment of gender using these methods, we use the proportion of female names for this range of years and scale by 100 for the percentage female name, rather than an arbitrary assignment of binary gender. The percentage of sole authored publications is constructed by dividing an author’s number of sole authored publications by their total publications and we multiply this proportion by 100. The university count is the number of scholars from each author’s university in the complete dataset. The disciplinarity score is the proportion of an author’s articles that are situated in their most frequent field. We scaled this proportion by multiplying by 100.

To further evaluate the within and between discipline factors related to the *h*-index given the limitations of the Scopus database, we run comparable analyses over a subset of the top-performing scholars who specialize in the field of clinical medicine. The Scopus database’s coverage of this field is considered strong relative to the social sciences and humanities (Mongeon & Paul-Hus, 2016). This subset, filtered for disciplines with at least 25 scholars, has a sample size of 16,041 nested in 44 disciplines.

Table 1 presents the descriptive statistics for the variables used in both the full (1a) and clinical medicine (1b) analyses. Note several differences between the two datasets with scholars in the clinical medicine set having a higher *h*-index, higher number of citations, and lower percentage of sole author publications consistent with a more strictly natural or life science set, but a similar mean percent female name.

<Table 1 about here>

## Analytic Strategy

These analyses use multilevel, or hierarchical linear, models as the data are nested: Each individual scholar is nested in a discipline. Multilevel models are more appropriate than fixed effects models in this case because they offer greater insight into the structure of variation or, here, on the relationship within and between discipline differences (Greiner & McGee, 2018; Luke, 2019). As our hypotheses require that we consider potential inequalities in the *h*-index occurring within disciplines and also between them, we develop REWB models, a new approach that accounts for distinct within and between effects (Bell, Fairbrother, & Jones 2019). As recommended given our substantive questions, first-level focal variables are group mean centered (Enders & Tofighi, 2007). Group or cluster means centering is appropriate for questions focusing on within group differences. Control variables are grand mean centered.

All models were run using the lme4 package (Bates et al., 2007) in R version 1.4.1106.

# Results

To better understand within and between discipline differences in the *h*-index, or Hirsch Index, we must first establish whether the multilevel approach adds to our understanding beyond a standard or fixed effects regression. One way to provide “empirical evidence of the need for multilevel modeling” is the intraclass correlation coefficient (ICC) (Luke, 2019, p.18). Intraclass correlations are seen as the “first step” in multilevel modeling as they indicate the proportion of the total variance explained by the group level, indicating, here, disciplinary differences (see Lee, 2000). To observe the intraclass correlation, we begin with a null or fully unconditional model. The fully unconditional model of the *h*-index for the full dataset of high-performing scholars has an ICC of .23 meaning that 23% of the variability of the *h*-index occurs at the discipline level. This is consistent with the disciplinary differences hypothesis (hypothesis 3) that a significant portion of the variance in the *h*-index lies between disciplines.

Table 2 presents the multilevel models for the *h*-index. In models 1 and 2, we see the results for the complete data. The within-discipline effects are significant with the exception of the disciplinarity score. The percentage of female name is negative and significant, although the magnitude of the effect is modest. With each additional percentage above the disciplinary mean for the percentage female name, the *h*-index decreases by .01. This offers some evidence of the female penalty hypothesis (hypothesis 1). The largest effect is the percentage of sole author publications. With each additional percent increase beyond the disciplinary mean, the *h*-index declines by .28. Sole authorship has a significant effect on the *h*-index consistent with the sole author hypothesis (hypothesis 2). Other than disciplinarity, the control variables are positive and significant consistent with expectations one may have about cumulative advantage in academic work (Merton, 1968).

<Table 2 about here>

Figure 1 presents the estimated means for a distribution of 15 disciplines. We constructed the estimated mean by subtracting the conditional group means from the intercept for the full model (Table 2.2). This provides further evidence of the significant differences between disciplines. The Law is the discipline with the lowest estimated *h*-index with a score of 22.1, while Immunology and Epidemiology have the highest scores: 67.6 and 68.4, respectively.

<Figure 1 about here>

While the *h*-index is likely used by some evaluators without consideration of the many differences across fields, the full breadth of the high-performing scholar dataset runs the risk of apples-to-oranges comparison, alongside problems associated with the Scopus database. To evaluate whether similar processes occur within a more bounded field, we examine within and between discipline differences in the *h*-index for the field of clinical medicine. The unconditional model of the *h*-index for the clinical medicine subset has an ICC of .16. A smaller percentage of the variability is explained by disciplinary differences for this subset, but the level 2 effects remain moderately strong. Table 2, Models 3 and 4 present the multilevel models of the *h*-index for the clinical medicine subset. The effects are similar across the full models (comparing models 2 and 4) with the exception that the control variable for disciplinarity score is significant and positive in the clinical medicine model. The percentage female name has the same relationship with the *h*-index for the subset: negative and modest. The magnitude for the percentage of sole author publications is somewhat stronger, which may be expected given that sole authorship is rarer in clinical medicine. Each additional percentage beyond the within discipline mean decreases the *h*-index by .34.

<Figure 2 about here>

Like Figure 1, Figure 2 presents the estimated means for a distribution of 15 disciplines within the clinical medicine subset. Again, we see further evidence of the significant differences between disciplines. Dentistry and Otorhinolaryngology are the disciplines with the lowest scores - 39.8 and 39.9 - while epidemiology and immunology have the highest scores - 66.3 and 66.8.[[4]](#footnote-4) These differences provide further evidence supporting the disciplinary differences hypothesis (hypothesis 3).

# Conclusion

The *h*-index, or Hirsch Index, is a widely used metric used for performance evaluation or quality valuation in the sciences and across the academy. This research aimed to contribute to the literature on bibliometrics and inequality in science by examining both within and between discipline differences in the *h*-index. We used a new approach to multilevel modeling, REWB models, to predict the *h*-index for high-performing scholars in 140 disciplines both within and between disciplines. Results indicate that gender and sole authorship affects the *h*-index providing support for our female penalty and sole authorship hypotheses. The ICC score provided evidence of between discipline differences alongside pronounced differences in the distribution of the estimated mean supporting the disciplinary differences hypothesis. The robustness of these results were evaluated using a subset of clinical medicine scholars to reduce apples to oranges comparisons and the effects of idiosyncrasies in the Scopus database. These results were similar to the all disciplines models. In sum, important differences exist within and between disciplines in the *h*-index.

Data limitations suggest several avenues for future research. First, the data select on high-performing scholars, and, therefore do not generalize to the broader population of academics. While we believe that this likely results in a conservative estimate of within and between discipline inequality - a random sample of scholars is likely to show even more inequality on these dimensions - more data on academia writ large are required to verify this claim. Second, the estimation of gender suffers from well-known limitations. Data linking self-reported gender beyond the gender binary to citation data would be a welcome resource. Gender estimation also required reducing the dataset by country. Third, and along similar lines, most scholarship on publication and inequality focus on gender as it is possible, despite these weaknesses to infer gender from names and other aspects of inequality, like race and class, remain under-studied. Future research would benefit from data linking self-reported race and class to large bibliometric data to better understand the broad effects of inequality in academic work.

In conclusion, we believe that metrics in performance evaluation in academia should be used with caution, if at all. Metrics are subject to within and between discipline biases that severely hinder their value in making both intradisciplinary and interdisciplinary comparisons. Of course, these comparisons are exactly what the quantification of scholarly work proposes to facilitate. This analysis provided evidence of how the *h*-index disadvantages women scientists, but there is little reason to believe that the bias embedded in scholarly metrics do not extend to other dimensions of power, including race, class, and sexual orientation.
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