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**摘要：**

心电图（ECG）因其简单、无创性和可靠性而主要用于心律失常的临床诊断。过去基于机器学习算法实现心律失常的自动识别已经在单导联心电图展示了较好的结果。但主观的特征提取以及心拍标签标注给医生带来了巨大的工作量。随着多个十二导联数据库的开源以及深度学习技术的出现，近些年来，许多基于深度神经网络(DNN)的模型已应用于心律失常的自动分类，并取得了巨大成功。然而受数据的限制，多数的神经网络模型以单导联作为输入数据。现如今基于十二导联的心电图已经成为临床最基础的检查项目。基于十二导联的心律失常的智能检测算法也不断涌现，其中以基于机器学习进行特征提取和分类的方法和基于深度学习的端到端的学习为主要检测算法。基于机器学习学习的算法往往涉及复杂的带有主观性的特征工程，而基于DNN的大多算法将十二导联时序数据作为不同通道在训练阶段独立提取十二导联心电图中每个导联的内部特征，这使得无法捕捉导联间的特征。本课题提出使用二维化的十二导联心电数据作为DNN的输入，利用二维卷积的方式实现正常节律和多种心律失常节律的自动识别。在此基础上，进一步研究导联之间的相关关系，从而分析导联之间的相关关系对心律失常的自动识别是如何影响的，以及探究是否存在部分导联对学习过程是无影响或存在负面影响。经过研究可能得出有潜力的辅助模型帮助医生进行心律失常分析。
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**ABSTRACT:**

Electrocardiogram (ECG) is mainly used for clinical diagnosis of cardiac arrhythmias due to its simplicity, non-invasiveness and reliability. In recent years, many models based on Deep Neural Networks (DNN) have been applied to the automatic classification of arrhythmia and have achieved great success. However, due to the limitation of data, most neural network models use single lead as input data. Nowadays, the 12-lead electrocardiogram has become the most basic clinical examination item. Intelligent detection algorithms based on 12-lead cardiac arrhythmia are also emerging. Among them, the method of feature extraction and classification based on machine learning and the end-to-end learning based on deep learning are the main detection algorithms. Algorithms based on machine learning often involve complex subjective feature engineering, while most algorithms based on DNN use 12-lead time series data to extract the internal features of the 12-lead, while ignoring the features between the leads during training phase. This topic proposes to use two-dimensional 12-lead ECG data as the input of DNN, and use two-dimensional convolution to realize automatic identification of normal rhythm and a variety of arrhythmia rhythms. On this basis, further study the correlation between the leads, so as to analyze how the correlation between the leads affect the automatic recognition of arrhythmia, and explore whether there are some leads that have no effect or exist on the learning process negative impact. After research, a potential auxiliary model may be obtained to help doctors analyze arrhythmia.
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1. **课题背景及研究意义**

心血管疾病是一种常见、多发和死亡率高的慢性病，具有病情隐蔽、危险性高和突发性强等特点。心律失常是心血管疾病中最常见和重要的一种疾病，容易引起多种并发症，对人类的健康造成了极大的威胁。在临床上，心律失常的诊断主要依赖医生对于心电图的观测，这无疑加重了医生的工作负担。心电图是临床医学日常实践中的基本工具，因其简单、无创、可靠等特点，多用于心律失常的临床诊断。全世界每年获得超过3亿次心电图[1]，且逐年上升，专业医生增长的速率远不能匹配心电图的产出数量，导致对病症的诊断无法及时提供。自50多年前引入计算机辅助解释以来，计算机辅助解释在临床心电图工作流程中变得越来越重要，在许多临床设置中作为医生解释的重要辅助手段。然而，现有的商用ECG解释算法仍然显示出相当高的误诊率[2]。ECG数据的广泛数字化和算法范例的发展相结合，可从原始数据的大规模处理中获益，这为重新检查算法ECG分析的标准方法提供了机会，并可能为ECG自动解释提供实质性改进。由于心电图的复杂性，对心电图的精确分析存在很大难度。目前专业医生对心电图的分析依靠经验人工对心电图特征进行提取分析。为客观、准确、快速地心电图自动分析，需要借助人工智能和优化算法对心电图进行自动化分析，从而提升心电图分析的效率和准确率。

现如今国家大力推行人工智能和智慧医疗。“十四五规划”中提及，坚持基本医疗卫生事业公益属性，深化医药卫生体制改革，加快优质医疗资源扩容和区域均衡布局，加快建设分级诊疗体系，加强公立医院建设和管理考核，推进国家组织药品和耗材集中采购使用改革，发展高端医疗设备。支持社会办医，推广远程医疗。“十四五”期间将实施公立医院高质量发展工程，推进“智慧医院”建设，通过信息化手段提升医疗服务的效率、质量与安全。《“健康山东2030”规划纲要》提出提高数字医疗设备、物联网设备、智能健康产品、中医功能状态检测与养生保健仪器设备的生产制造水平,支持研发健康医疗相关的人工智能技术、生物三维(3D)打印技术、医用机器人、健康和康复辅助器械、可穿戴设备以及相关微型传感器件,促进健康医疗智能装备产业升级,提高具有自主知识产权的医学诊疗设备、医用材料国际竞争力。加快发展康复辅助器具产业,增强自主创新能力。实施品牌提升工程,健全质量标准体系,到2030年,药品、医疗器械质量标准全面和国际接轨。规划了人工智能在医疗影像辅助诊断系统中的应用研究。本研究课题是将人工智能应用于基于心电图的心血管疾病识别研究中，属于国家和山东省的重点发展领域。

近些年来，基于机器学习的许多算法被提出应用于心律失常的自动诊断。传统机器学习需要人工耗费大量的时间对心电图构建特征工程。而随着深度学习的出现，耗时建立特征工程的问题得到了解决。

在过去五年中，算法的重大进步主要是由一类称为深层神经网络（DNN）的特定模型推动的。DNN是由多个处理层组成的计算模型，每一层都能够学习与执行特定任务相关的输入数据的越来越抽象、更高级的表示。它们极大地提高了语音识别、图像识别等任务以及医疗应用的技术水平。DNN能够识别模式并从原始输入数据中学习有用的特征，而无需进行广泛的数据预处理、特征工程或手工规则，因此特别适合解释ECG数据。此外，由于DNN性能往往随着训练数据量的增加而增加，因此这种方法能够充分利用ECG数据的广泛数字化。以前将DNN用于ECG解释的大部分工作都集中在ECG处理通道的单个方面，如降噪或特征提取，或者接近有限的诊断任务，仅检测少数心跳类型（正常、心室或室上异位、融合等）或心律诊断（最常见的是房颤或室性心动过速）。缺乏适当的数据限制了这些应用之外的许多工作。

1. **国内外研究现状**
2. **数据库现状**

目前国际公认的权威心电数据库有：麻省理工的MIT-BIH数据库[31]，美国心脏学会的AHA数据库[32]以及欧洲的ST-T心电数据库[33]，这三个数据库都只记录了两个导联的心电信息。其中MIT-BIH心律失常数据库记录了48位患者的心电图记录，标签按照心拍给出，是目前应用最广泛的心律失常数据库；AHA数据库记录了80条心电图记录，主要用于评价室性心律不齐探测器的检测效果；ST-T数据库主要用于评价ST段和T波检测算法性能。这些数据库存在记录导联数量过少，患者样本个数稀少等问题，不具备代表整体人类群体心律失常的性质。

随着研究的深入，许多十二导联数据的心电数据库开源以供研究，包括2018年中国生理信号挑战赛的CPSC心律失常数据库[34,35]、圣彼得堡INCART心律失常数据库[36,37]、Physikalisch Technische Bundesanstalt (PTB)心律失常数据库[38]、乔治亚州心律失常数据库。其中CPSC心律失常数据库由两组数据分别为6877（男性：3699；女性：3178）条和3453（男性：1843；女性：1610）条的12导联心电图记录组成，持续时间从6秒到60秒，采样率为500Hz；圣彼得堡INCART12导联心律失常数据库包含从32个Holter记录中提取的74条带注释的记录，每条记录长30分钟，采样率为257Hz；Physikalisch Technische Bundesanstalt (PTB)心律失常数据库是一个大型公开可用的心电图数据集。第一个PTB数据库包含516条记录（男性：377，女性：139），采样率为1000Hz；乔治亚州心律失常数据库代表了美国东南部的一个独特的人口统计数据，该数据集包含10344（男性：5551，女性：4793）条12导联心电图记录，每条记录长度为10秒，采样率为500Hz。这四个数据库大约包含有27类心律失常的记录，且标签基于记录给出，即每条12导联心电图记录对应一种或者多种心律失常类型。

1. **研究方法**

过去十多年对于心律失常自动分类的研究中，基于机器学习的算法占据大多数，这类算法通常分为特征工程和分类算法两部分。具体来说，研究人员首先利用数学方法从原始心电数据中手动提取了大量具有医学意义的心电图特征，如小波特征[3]、P-QRS-T复合特征[4,5]、心率变异性统计特征[6]，RR间期相关统计特征[7，10]、高阶统计特征[8]和形态学特征[9,10]。主成分分析[11,12]和独立成分分析[13,14]等数学方法实现从高维空间向低维空间提取心电图特征。经过特征工程得到的特征可输入分类算法中进行分类，常见的分类算法有支持向量机[15,16]、自组织映射[17]、聚类[18]等机器学习算法用于分析人工特征，并给出预测结果。

尽管机器学习在心律失常分类方面取得了不错的表现，但仍有一些问题需要解决。例如，基于主观因素的特征工程会导致剔除一些潜在的重要特征，这可能会影响最终的分类性能。

近年来，深度神经网络以其强大的特征提取能力，极大地提升了语音识别、图像分类、疾病诊断等任务的技术水平。与机器学习方法不同，深度神经网络可以从原始输入数据中自动识别模式并学习有用的特征，而无需依赖大量的手动规则和特征工程，这使得它们特别适合解释ECG数据。一些研究受到启发，将深度神经网络用于基于单导联或多导联心电图的心律失常自动分类。

1. **国外研究现状**

针对算法的不同可分为两类，一类以建立特征工程为基础的机器学习算法，另一类以自动提取特征的深度学习神经网络算法。针对导联的不同，分为基于单导联样本（每条记录有多个心拍，标签以心拍给出）的分类算法和基于多导联样本（每条记录给出一个或多个标签）的分类算法。

Ullah等人[19]提出了一种基于单导联的二维卷积神经网络(CNN)模型，利用短时傅立叶变换将一维心电时间序列信号转换为二维频谱图，每个频谱图对应一个心拍以及一个标签。将ECG信号分为八类即正常搏动、室性早搏、起搏搏动、右束支传导阻滞搏动、左束支传导阻滞搏动、心房早搏、心室扑动波搏动、心室逸搏搏动。得到的模型在MIT-BIH心律失常数据库进行评估并且取得99.11%的平均准确率。Jun等人[20]提出了一种使用二维深度卷积神经网络(CNN)的ECG心律失常分类方法，该方法将每个心跳间期转换成二维灰度波形图像作为CNN分类器的输入数据，并在MIT-BIH心律失常数据库进行测试得到了99.05%的平均准确度。Hannun等人[21]开发了一种深度神经网络模型，实现了单导联心电数据端到端的学习，并完成12个心律失常类别的分类。得到的DNN模型在专用数据集上的敏感性超过了心脏病专家分类的平均敏感性，并且证明了端到端的深度学习方法可以从单导联心电图中分类出范围广泛的不同心律失常，其诊断性能与心脏病学家相似。与单导联相比，多导联心电图包含更多有价值的信息，更有利于心律失常的自动分类。Wang等人[22]提出了一种基于多尺度特征提取和12导联心电跨尺度信息互补的方法来捕捉心电信号中的异常状态，并在CPSC心律失常数据库中进行了测试，得到了82.8%的分数。Chen等人[23]提出了一种结合了卷积神经网络(CNN)、循环神经网络和注意力机制的用于心律失常分类神经网络模型，应用于CPSC心律失常数据库并取得了排名第一的测试结果，同时基于单导联进行实验，发现使用单导联数据产生的性能仅比使用完整12导联数据稍差，其中aVR和V1导联最为突出。Zhang等人[24]训练了一个基于十二导联ECG的一维DNN模型，所提出的模型的平均得分=0.813。该模型显示出优于从提取的专家特征中学习的四种机器学习方法的性能。此外，在单导联ECG上训练的深度模型产生的性能低于同时使用所有12个导联。在12个导联中，表现最好的导联是I、aVR和V5。Chiou等人[29]应用连续小波变换（CWT）将一维ECG信号转换为二维光谱，用于二维CNN分类，并评估单个ECG导联对收缩性心力衰竭（HF）分类结果的贡献，设计综合评分方法以改善结果。结果表明将12导联心电图信号中的V5导联和V6导联进行组合，可获得质量最高的结果。此外，zhao等人[25]的文章表明，添加性别和年龄等临床数据作为辅助特征可以提高分类性能。

1. **国内研究现状**

王英龙等人[26]提出一种基于卷积神经网络和长短期记忆网络的心电图分类方法，通过多导联心电图数据和卷积神经网络和长短期记忆网络（CNN-LSTM）组合模型实现心律失常自动分类的方法。一方面多导联心电图较单导联心电图蕴含更多信息，另一方面CNN-LSTM组合模型结合CNN和LSTM的优点，在学习空间数据结构和时间序列结构方面有着独特优势，利用多导联心电图数据训练CNN-LSTM能够提高网络的学习效率和心电图识别的精度。李潇等人[27]提出一种基于卷积神经网络的第一导联心电图心拍分类方法，利用一维卷积神经网络。褚菲等人[28]提出一种基于12导联和卷积神经网络的心电数据分类方法，利用小波变换去噪算法原始信号进行降理；分解12导联心电图的周期，提取每个周期的P-QRS-T特征段；选取出合适的心电信号并根据设定采样点对心电信号进行数据采样；构造一维卷积神经网络，并对一维卷积神经网络进行训练，搭建12导联心电图心律失常分类模型。Hong等人[30]提出了一种用于ECG分类的集成分类器，首先提取心电图的统计特征、信号处理特征和医学特征，然后构建DNN来自动提取深层特征，同时提出了一种新的算法来寻找中心波（一名患者心电图波形中最具代表性的波形）特征。最后将专家特征、深度特征和中心波特征结合起来，训练多个梯度决策树分类器，并将这些分类器集成在一起输出预测。

以上研究部分基于单导联ECG数据，且多数使用MIT-BIH心律失常数据库进行测试，这个数据库中记录了48名受试者的记录，每条记录按照心拍给出标签（48条记录约合10万心拍），所以在切分样本后存在多个样本对应一位病人的情况，这可能导致心律失常分类的过拟合，使得得出的测试结果偏颇。基于十二导联作为数据源的研究，往往认定，例如深度神经网络模型使用一维卷积对各导联独立进行特征学习，再将不同导联得到的特征融合，这种模式虽然能够在训练初期提取各导联的内部特征，但是无法捕获导联之间的相关关系，从而割裂了十二导联数据之间的相关性。同时，这些模型对于部分心律失常类型识别的准确度仍然有进一步提高的可能性。

近些年的部分研究涉及到使用少数几个导联完成心律失常的自动识别，并进行了对比。例如Chen等人[23]开发了一种CNN模型来识别心律失常。仿真结果表明，仅使用单导联心电图进行自动心律失常识别的性能低于使用完整的十二导联心电图。其中以导联aVR和V1最为突出。Chiou等人[29]通过使用连续小波变换将每个导联转换为二维频谱，并设计了一个二维CNN模型来识别心力衰竭。结果表明，导联V6在单导联模式下实现了最高的准确性、灵敏度、特异性和分数，而导联V5和V6的组合在多导联模式下表现最佳。Cho等人[39]开发了一种变分自编码器，发现基于肢体六导联利用变分自编码器诊断心肌梗死是具备可行性的。Chen等人[40]提出了多分支卷积和残差网络来识别心律失常。通过比较单导联和八导联融合的识别性能，他们发现八导联融合可以提高识别性能。此外，PhysioNet还发起了一项名为“Will Two Do? Varying Dimensions in Electrocardiography: The PhysioNet/Computing in Cardiology Challenge 2021（PCC2021）”的基于导联信号冗余探索的竞赛[36,37]，该竞赛要求参与者构建一种算法，该算法可以分别使用十二导联、肢体六导联（I、II、III、aVR、aV和aVF）、四导联（I、II、III和V2）、三导联（I、II和V2）和二导联（I和II）诊断心律失常。

本次竞赛的一些研究具有指导意义。Philip等人[41]基于散射循环网络（Scattering-Recurrent Networks）利用组合导联实现心律失常识别。他们发现模型的性能随着导联数量的减少而略有下降，这表明导联之间存在很强的相关性。Matteo等人[42]使用自动化机器学习（AutoML）来对不同导联组合的ECG信号进行分类，多个模型实例的累积结果表明使用肢体六导联时性能最佳。Niels等人[43]使用卷积循环神经网络来识别不同导联组合的心电信息异常，发现使用二导联可以获得更好的分类性能。比赛结果表明，不同导联组合在隐藏测试集中的表现差异较大。

随着算力的提高，能够实现更深层次神经网络的学习。在一定范围内神经网络的深度越深，提取的特征越抽象，特征表达能力越强。在各种神经网络结构中，CNN由于其具有局部连接和权重共享的特性，可以有效地提取局部特征。RNN常用于处理一维序列数据[44]，其变体包括长短期记忆网络LSTM[45]、双向长短期记忆网络BiLSTM[46]等解决了RNN长期依赖的问题。此外，ResNet[47-50]因为克服了深度学习过程中的梯度消失和爆炸问题而成为深度学习领域最常用的框架。

1. **主要研究方向**

针对现如今心律失常自动识别存在的问题，提出以下可能的研究方向：

1. 针对一维卷积神经网络不能够学习到导联之间关系的问题，提出二维化十二导联心电数据。建立由十二导联组成的二维平面作为神经网络的输入，利用二维卷积神经网络同时学习导联内部和导联之间的特征，提升分类性能。
2. 分析不同组别导联之间的相关关系，并得出不同组别的导联对不同心律失常类别识别的影响。十二导联由标准双极导联（Ⅰ、Ⅱ和Ⅲ）和加压单极肢体导联（aVR、aVL和aVF）以及胸导联（V1、V2、V3、V4、V5和V6）三部分组成。这三部分对心律失常的识别分别具有什么影响。
3. 探究是否存在冗余导联。标准十二导联中导联Ⅱ、导联aVR、导联aVL和导联aVF是由导联Ⅰ和导联Ⅲ的电压值计算得来。这些导联是否属于冗余数据仍有待被分析与研究。
4. **预期成效及社会效益**

心电图是临床最常用的检查方法之一，主要依靠心电图医师对心电波形和节律等进行分析，分析结果易受医师的主观因素影响。另一方面，各类医疗和体检等机构每天均产生大量心电图数据，但有经验的心电图医师资源却严重不足，制约了心电图的临床辅助诊断效果。同时心律失常的类型比较多，波形结构在某些心律失常类型上表现相似，因此对这些类型的心律失常的判断专业医生存在一定的误诊率。

近年来，计算机技术在人工智能领域得到了大力的发展，各种智能算法在各个领域中得到了广泛应用。将人工智能应用于心电图的信号处理、特征识别和智能诊断中是当前的大趋势。本课题旨在构建心电图多导联时序数据的二维化模型，并基于深度神经网络实现端到端的心电图心律失常的识别工作。研究成果可以提高心电图的识别准确度，提供分类决策建议，提升专业医生工作效率，推进人工智能在医疗领域中的应用，促进智能医疗技术的发展。
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