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| **姓名** | **李娟** | **学号** | **221200219** | **专业** | **软件工程** |
| **题目** | **基于MapReduce的网络级并行搜索引擎** | | | | |
| 一．研究背景、概况及意义1．研究背景 近年来，行业应用数据规模的爆炸性增长推动了大数据技术的迅猛发展。在常规大数据迅猛增长的同时，语义数据特别是RDF数据也以数亿甚至数十亿元组的规模大量涌现。2009年初,语义网是估计包含44亿三元组。一年之后,语义网的大小扩大三倍到130亿三元组，和当前的趋势表明,这种增长速度并没有改变。2012年3月，LOD项目所收集的RDF数据集已经包含了超过325亿条RDF三元组。而可伸缩的推理是语义网的一个至关重要的问题。而分布式推理具有良好的可伸缩性。利用并行计算技术解决大规模RDF数据相关问题已经成为学术界和工业界的普遍共识。  当前有Google提出的MapReduce并行计算模型以其高可扩展性和高易用性成为目前大数据处理最为成功的并行计算技术之一。Hadoop是Google MapReduce框架的一个开源实现，其提供了类似于GoogleGPS的分布式数据存储系统HDFS以及类似于Google分布式数据存储系统HDFS以及类似于Google BigTable的面向半结构化数据存储和管理系统HBase。 研究概况 当前世界上有很多的科研组织和大学团队在从事RDF方面的研究。DARPA(Defense Advanced Research Projects Agency，美国国防部高级计划研究署)支持开发的DAML，是语义Web研究的主要推动力，在RDF之上以描述逻辑为基础，成功地以机器可读的方式表示了语义关系。而推理一直是研究者关注的焦点问题之一。  目前国内对RDF及相关语义万维网技术的研究也已经在很多大学和机构展开。 现实意义 目前基于MapReduce的并行推理的研究工作是将传统的推理技术直接迁移到MapRedece框架下，这种方法的效率低下。为了实现MapReduce下大规模RDF数据的高效推理。本文在RDFS和OWL Horst等相关技术分析的基础上，通过采用合理的数据划分方案和优化的推理规则执行策略，能将推理计算分解为多个相互间没有依赖关系的独立的推理任务，解决传统推理算法的直接迁移带来的大量数据移动问题。同时，优化规则的执行次序，避免了迭代计算，提高了推理过程的执行效率。 | | | | | |
| 二．研究主要内容 随着语义网的快速发展，RDF语义数据大量涌现，大规模RDF语义数据推理的一个主要问题是计算量大、完成计算需要消耗很长的时间，显然，传统的单机语义推理引擎难以处理大规模的语义数据，另一方面，现有的基于MapReduce的大规模语义推理引擎，缺乏对算法在分布和并行计算环境下执行效率的优化，使得推理时间仍然较长。此外，现有的推理大量的语义网数据和它的快速增长带来了在执行效率和可伸缩推理上大量计算的挑战。基于MapReduce的并行化语义推理引擎，采用合理的数据划分模型和并行化算法，降低计算节点间的通信开销。同时优化推理规则的执行次序，提升推理的计算速度。通过实验结果表明，该算法有很好的优越性。  本文主要研究工作包括如下几个方面：  (1) 分析现有基于MapReduce的大规模语义推理引擎的现状。并分析分布式推理方法的挑战；  (2)简要介绍MapReduce编程模型；  (3) 简要介绍RDFS规则，提出RDFS推理的推理的好处以及分布式推理的挑战。并提出一系列技术实现基于MapReduce的RDFS规则集算法；  (4) 在第三部分的基础上，提出了OWLterHorst片段推理。由于OWL规则有多个实例三元组为先行词，所以主要讨论新的技术来实现OWL Horst推理的算法；  (5)扩展算法，提出增量更新算法；  (6)使用真实数据集和LUBM数据集对基于MapReduce的网络级并行搜索引擎进行评估，并验证我们的算法是有优越性的。 | | | | | |
| 三．研究步骤、方法及措施 软件开发生命周期可以包含三个阶段：分析、设计、实现。对于运用工程学的原理和方法来组织和管理软件的生产和维护的软件工程来说，软件开发的标准过程包括六个阶段[14]。结合项目的特点，下面给出具体的步骤、方法及措施。  1. 进行对基于MapReduce网络级并行搜索引擎的调研  通过网上查找与Hadoop分布式相关的资并借阅相关的图书馆书籍，对 Hadoop平台进行相关的了解，对MapReduce原型进行深入研究并掌握，同时对对大数据推理进行调研，分析当前在Hadoop分布式平台下对数据推理的现状。经过一些不同的途径调研，决定做基于MapReduce网络级并行搜索引擎优化算法研究。  2.讨论前期准备。  查找相当的文献，书籍，资料，对整个项目所涉及到的技术，有了初步认识。结合已掌握的编程技术，开始学习开发过程中要用到的新技术，做好开发过程中的知识储备和技术学习工作。  3.需求分析，平台搭建。  需求明确后，开始制定初步的计划。及时做好系统规格说明书、软件项目计划、软件需求规格说明书相关文档的记录工作，项目需求有调动及时调整。同时，将Hadoop开发平台搭建起来，并熟悉如何使用Hadoop开发平台。  4.项目正式开发，包括文档撰写和代码编写等  根据前期的详细设计，开始编码调试。实现系统核心算法代码，代码的编写有一个统一的风格，都将统一定制。在编码的过程，对每一个小的模块也必须进行初步的调试，最后整合起来。  5.后期项目测试和维护  当大部分编码工作完成后，接下来就是要进行大量测试，具体测试方法将参照软件工程课本上的多种测试方法，从多方面对系统进行测试，发现系统的Bug及时作出调整。 | | | | | |
| 四．研究进度计划 2016.02.17－2016.02.27 查阅相关文档、确定论文题目，并进行需求调研分析  2016.02.28－2016.04.28 撰写开题报告,掌握Hadoop平台及RDFS和OWL推理  2016.04.29－2016.05.02 撰写中期报告以及外文翻译、文献综述等文档  2016.05.03－2016.05.20 详细设计并进行开发，代码实现，并撰写相关文档  2016.05.21－2016.05.22 论文一稿  2016.05.23－2016.05.24 论文二稿  2016.05.25－2016.05.26 论文定稿，准备答辩材料 | | | | | |
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| 学生签名：　　　　　　年　　月　　日 | | | | | |
| **指导教师意见（**对本课题的深度、广度及工作量的意见及开题是否通过**）：**  通过**□**完善后通过**□**未通过**□**  **指导教师签名：　　　　　　年　　月　　日** | | | | | |

注：开题报告用A4纸打印装订在毕业设计（论文）任务书后，学生可根据开题报告的长度加页。开题是否通过请指导教师在**□**内打“√”。