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**Method employed and model building comments:**

COVID-19 is a pandemic that has hit the globe with significant social, economic, and environmental implications. Since the virus has the properties of fast transmission, a region needs to do its best to understand and predict the spread of the outbreak. With the projected model the aim to see if there is a correlation between the independent variables such as the demographic data and the dependent variables such as death. The model will be trained using Logistic Regression. Which is a statistical model that uses a logistic function to model a binary dependent variable. (Tolles & Meurer, 2016). The objective of this study is to use several COVID-19 patients' data to predict the severity of the cases and possible outcomes (e.g., recovery or death). The method used to produce this model is a follows: Load the data set with all the variables. Analyze the current data set and its structure and formatting. Pre-process the data, getting rid of all the unnecessary information, and clean/format data to suit the model. Then train the model using Logistic Regression. Perform hyperparameter optimization to generate better results from the model. Generate the evaluation metrics including accuracy, precision, recall, and F1 Score. Finally, the assess the results of the model have been generated.

**Results:**

The most important part of the Prediction model is essentially the results. The results are what drive the purpose behind such projects. Predictive models are designed to help predict future outcomes. (Choudhury, 2019) This helps an organization to make better decisions. The results of any prediction model are important, however in the case of Healthcare. There needs to be extra careful to ensure the results of the model. In healthcare, there are situations that deal with life and death. The models help to allocate resources, and thus there should be as little error as possible. (*Quality Data Critical to Healthcare Decision-Making*, 2004) A way that we can greater the results produced by the model is through Hyperparameter Optimization (HO). A process in which you adjust the parameters of the model. Towards the end of the associated code, there are results of the model that have been Hyperparameter Optimized. Evaluation metrics are a good way of evaluating how well a model can produce results. These metrics include Precision, Recall, and F1 Score. Precision is the calculation of how accurate results are produced. (Iwendi et al., 2020) The model trained produced a Precision value of 0.6 and 0.72 (HO). Another metric is Recall. Which identifies the correctly classified patients. (Iwendi et al., 2020) Our model produced Recall scores of 0.72 and 0.72 (HO). Finally, the last metric is the F1 Score. This provides the correct evaluation of the model performance. (Iwendi et al., 2020) In which the model scored 0.696 and 0.72 (HO). The accuracy of the models was 0.84 and 0.86 for HO.

**Issues of limitations of the prediction models, including a comparison of the model:**

With there being several contributing factors, not every model can be perfect. There are always limitations and issues within the prediction models. Predictive analytics is limited due to a couple of reasons. Firstly, hypothesis-driven responses, mean that the models are built to favor the hypothesis. Secondly, data-driven responses, which are driven by what the type of information is in the data. (Kearns, n.d.) With the Covid-19 predictive model, it may be possible that there may have been a slight lean towards hypothesis-driven responses. With the objective being to see the correlation between the variables, there may have been favoring decisions made unconsciously. Now diving into Linear Regression (LR). A major limitation of LR is the assumption of linearity between the two variables, independent and dependent. This again starts to favor the model towards a certain side, which is good in this case but it may not be in other cases. Lastly, if LR is compared against other classification algorithms then, it is possible to see that there are better performing algorithms such as Boosted Random Forest. (BRF) (Iwendi et al., 2020) Thus it can be concluded that BRF is a more optimal choice for this predictive model.
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