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**Abstract**

*Inspired by the recent success of neural networks (NN) in 3D reconstruction as well as the application of dense data approach by using ORB-SLAM and RGB-D SLAM, we propose a better solution by combining RNN structure as well as ORB-SLAM. Different from previous RNN 3D reconstruction approach in feeding raw Multiview image as the network input at each time step, we are presenting a solution which use ORB-SLAM to give an initial rough estimation of point location in 3D space from multi-view. Estimated point location will be converted to occupancy of 3D grid. Rough occupancy of 3D grid be past into the network at each time step and eventually map to predicted 3D grid occupancy. The error between the true 3D occupancy and predicted one will be minimized through loss function and stochastic gradient decent. We propose our solution should outperform both pure RNN and SLAM framework because our recurrent network is inspired by a residual network, rather than figure up the mapping, our network will refine the estimated 3D occupancy grid.*

# **Introduction**

Rapid and reliable 3D reconstruction has become a major innovation in many application such as autonomous driving, 3D printing, and virtual reality. However, fast as well as reliable 3D reconstruction is still under research.

Most 3D objection reconstruction methods work from case to case. Overall, there are two different major approaches. One relies on dense data SLAM to figure the best matching from frame to frame in order to reconstruct the overall 3D. The other one depends on neural networks and let neural network to learn the best matching from input Multiview images to output 3D scene.

Therefore, we are going to introduce our method which combine both SLAM pipeline and neural network.

# **Problem Statement**

There are two major 3D reconstruction techniques as mentioned above by using SLAM or neural networks. ORB-SLAM and RGB-D SLAM not only requires a large amount of data, but also might fail due to problematic feature correspondences from local appearance changes or self-occlusions. Meanwhile, CNN or 3D-R2N2 approach using neural networks might require long training time as well as low resolution accuracy. Therefore, there is not a single state-of-art approach which can be applied to all 3D reconstruction case.

Inspired by the idea of boosting which wisely combine several weak algorithms together to eventually outperform all, we are presenting an approach which wisely combine the SLAM approach and NN approach. We hope to present an algorithm which can be applied for most 3D reconstruction problem with a reasonable high accuracy.

We will train our model on PASCAL 3D and ShapeNet dataset.

# **Technical Approach**

As mentioned above, we will first apply ORB-SLAM. As mentioned in ORB-SLAM: a Versatile and Accurate Monocular SLAM System [1], an automatic map initialization was used to find the initial correspondence. Then, model is selections by compute a robust heuristic

In which and is the score for homography matrix and fundamental matrix. The score is evaluated through find the best correspondence judged by

Then, we will find the motion and structure from motion recovery. Bundle adjustment will be used again to refine the result. Under the condition that we have already known the camera intrinsic matrix, we should be able to estimate the rough 3D point location from multiple views. Then, 3D point location will be converted into 3D occupancy grid which will be feed into the RNN from each possible. One should be able to achieve multiple 3D occupancy by using different combination of frames.

We will form a long short term memory (LSTM) RNN to prevent vanishing or explode the training weight. At each time step, we will feed the possible calculated 3D occupancy from SLAM. Eventually, the network will output the predicted 3D point. The structure is also inspired by residual neural network (RNN). Instead of calculate the directly mapping from input to output at each hidden layer, it calculates the possible residual change. It has been approved the resNet outperform most network at several different data set.

The result of our algorithm will be evaluated in two different stages. First, we will compare our predicted 3D grid occupancy as well as the ground truth to see how accurately our algorithm will performance. Second, we will evaluate on cases that single SLAM or NN algorithm that fail to prove that our algorithm can be applied widely at different cases.

# **Intermediate and preliminary result**

So far, we spend most of our times studying different approaches to solver the 3D reconstruction from traditional SLAM approach to current neural networks approach.

RGB-D SLAM uses frame to frame tracking to minimize both the photometric and the depth error over pixels through global loop closure [2] [3]. However, this method requires a dense observation from Multiview. This is both computation expensive and require a huge amount of data. ORB-SLAM is another approach without utilizing pixel depth information as above. Instead, it first uses ORB extractor [4] to extract points from different frames. Best correspondence is established between two frames which has the most matched key points to form a spanning tree for all frames. Then, initial 3D points are estimated by using the spanning true frames. Last, 3D points are refined by global loop closure through using Multiview. However, this method still utilize dense data [5]. Prior knowledge with semantic priors is also integrated to monocular SLAM [6]. Known objects segmented from the sense is used to enhance the clarity, accuracy, and completeness of the map built by the dense SLAM system.

Convolutional neural networks (CNN) are widely used in image classification, localization, segmentation, and so on. Convolutional neural networks can also be used to infer a 3D representation of a previously unseen object given a single image of this object [7]. Encoder-decoder network takes RGB image and desired viewpoint as input. It output RGB and depth as the output. However, this method might require a large amount of label data for training. 3D Recurrent Reconstruction Neural Network (3D-R2N2) takes in one or more images from arbitrary viewpoints and outputs a reconstruction of the object in the form of 3D occupancy grid [8]. Even though this network does not require any image annotations or object class labels, it can only output low resolution occupancy grid.

We have already get the open source ORB-SLAM running in our laptop. We also build a vanilla LSTM RNN to test the structure. We are planning to combine both together to get some result early this week.
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