**Classification עם pytorch**

בפוסט זה נערוך הכרות עם pytorch.

את ההכרות נעשה על ידי בניית מודל שיבצע classification על תמונות.

אז מה נראה:

1. התקנה
2. רקע קצר על pytorch
3. בניית מודל שיזהה ספרות (0-9) בתמונות של 28X28
4. אימון המודל
5. בחינת המודל
6. **התקנת pytorch:**
7. נכנסים לאתר <https://pytorch.org/>
8. בוחרים את הנתונים המתאימים כאשר כמובן נעבוד על python ועם הגרסה העדכנית ביותר של הספרייה.
9. מעתיקים את שורת הפקודה שנוצרה ומריצים.
10. בנוסף צריך להתקין torchvision: <https://pypi.org/project/torchvision/>

1. **אז מהי pytorch ?**

בעולם למידת המכונה ([machine learning](https://en.wikipedia.org/wiki/Machine_learning" \o ")) ישנן מגוון ספריות שמאפשרות לנו המשתמשים לבנות ולאמן מודלים למטרות מגוונות. מתוך ספריות אלו, הספריות הנפוצות ביותר הנן Tensorflow מבית Google, וPytorch מבית facebook. שתי הספריות הן open source.

כמו שהשם מרמז, Pytorch מיועדת לרוץ על python. זה מאפשר קליטה יחסית מהירה של הספרייה למי שמכיר פייתון, ומאפשר דיבוג נוח. tensorflow איננה כזאת, היא נבנתה תלאי על תלאי ועברה התאמות עבור python, ועל אף שבtensorflow2 יש כבר אפשרות ל [eager execution](https://www.tensorflow.org/guide/eager)עדיין יש בה סרבול מסויים.

**Tensor:**

מבנה הנתונים העיקרי בpytorch (וגם בtensorflow) נקרא Tensor. במובן הפרקטי לספרייה, Tensor הוא מבנה נתונים שמייצג מטריצה רב-ממדית שמכילה איברים מאותו data type. למה הכוונה?

נביט בדוגמא הבאה:

import torch

t = torch.tensor([[1, 2, 3],   
 [4, 5, 6]], dtype=torch.int8)

בדוגמא הנ"ל אנחנו מייצרים טנסור מדרגה 2 (שהוא בעצם מטריצה), והdata type הוא int8.

ניתן לייצר טנסור מכל דרגה כמובן, כל עוד נשמר יחס בין כל האיברים בכל דרגה ושכל האלמנטים מאותו הdata type. למשל הדוגמא הבאה:

t = torch.tensor([[1, 2, 301.],   
 [4, 5]], dtype=torch.int8)

אינה תקינה כי יש לנו בדרגה הראשונה שתי רשימות שאינן באותו האורך. בנוסף תתבצע במקרה זה המרה של 3.01 שהוא float16 ל3 שהוא int8. לכן כדאי לשים לב שעובדים עם data type נכון

t = torch.tensor([1, 2, 3], dtype=torch.int8)  
t = t / 0.3

בדוגמא הנ"ל התחלנו עם טנסור מסוג int8, חילקנו אותו ב0.3 (float) אז הפעולה תתבצע והספרייה תשנה את הdata type לבד, לפי התוצאות שהתקבלו.

הסיבה לשימוש בtensor ולא בlist של פייתון למשל היא כי הlist של פייתון איטי הרבה יותר. בגלל שהdata type בtensor זהה לכל האלמנטים, ניתן לשמור את הtensor ב'גוש אחד' בזיכרון, ובצורה יעילה. באופן כללי tensor מאוד דומה לarray של numpy עם תוספות.

**אז למה טנסורים בעצם?**
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כאשר נרצה ליישם ייצוג כזה במחשב, מאוד נוח לעבוד עם טנסורים.
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נביט על השכבה הבאה (linear layer):

הinput שלה באורך 3, והoutput שלה באורך 4.

נוכל לייצג את החישובים בשכבה באופן הבא:

x = וקטור הInput באורך 3

W = מטריצת משקלים מסדר (4,3) – המטריצה בצורה הזאת בגלל ההתנהגות של כפל מטריצות

b = bias, וקטור באורך 4 (שאינו מפויע בתמונה)

אם כן פעולת השכבה תהיה:

Wx + b (ועל זה נפעיל אקטיביזציה אבל על זה בהמשך)

ישנן עוד מגוון דוגמאות ושימושים ואת חלקם נראה בהמשך.

1. **בניית המודל:**

אז אחרי כל ההכנות, בואו ניגש לקוד:

נתחיל בלייבא את החבילות הבאות:

import torch  
import torchvision  
import torch.nn as nn  
import torch.nn.functional as F  
import torch.optim as optim  
import torchvision.transforms as transforms  
from torch.utils.data import DataLoader  
from tqdm import tqdm  
from time import time, sleep

import matplotlib.pyplot as plt

nn :

(קיצור של neural network) מכיל מספר רב של פעולות שימושיות כמו activation functions, conv layers, functional, Module, parallel..

nn.Functional:

מכיל מספר רב של פעולות שימושיות כמו activation functions, conv layers..

לקריאה נוספת - https://pytorch.org/docs/stable/nn.functional.html

ישנה חפיפה לא מעטה בין nn ל nn.Functional. באופן כללי, ניתן להשתמש בכל אחד מהם והתוצאה תהיה דומה. כאשר ניתן לממש משהו באמצעות שניהם, הקונבנציה היא להשתמש בפונקציות בnn כאשר מדובר ב layers עם learnable parameters ובfunctional כאשר אין learnable parameters (כמו Relu למשל)

:optim

חבילה (package) המכילה בתוכה מגוון רחב של אלגורתמי אופטימיזציה כמו SGD, Adam ורוב המוכרים.

בנוסף יש בה schedulers – אלגוריתמים שמאפשרים להתאים learning rate בכל כמה צעדים.

זה שימושי כי בדרך כלל אנחנו צריכים 'צעדים גדולים' בשביל להגיע למטרה, אבל ככל שמתקרבים נעדיף צעדים עדינים יותר כדי שלא נפספס את המטרה.

ישנו פוסט המפרט על אלגוריתמי אופטימיזציה פה:

<https://www.ai-blog.co.il/2020/05/04/%d7%a1%d7%99%d7%9b%d7%95%d7%9d-%d7%a9%d7%9c-%d7%a1%d7%95%d7%92%d7%99-%d7%90%d7%95%d7%a4%d7%98%d7%99%d7%9e%d7%99%d7%96%d7%a6%d7%99%d7%95%d7%aa-%d7%91%d7%9c%d7%9e%d7%99%d7%93%d7%94-%d7%a2%d7%9e%d7%95/>

**הכנת המידע:**

נרצה להכין\לייבא dataset עליו נאמן את המודל. שלב איסוף הנתונים הוא השלב הקשה בדרך כלל, והיקר יותר. אנחנו נעבוד בשלב ראשון עם datasetקיים ושמו Digit MNIST.

Digit MNISTהוא מאגר ובו 60,000 תמונות 28x28של ספרות 0-9. בנוסף לכל תמונה יש תבית (label) בה רשום איזו ספרה רשומה בתמונה.

ראשית נגדיר טרנספורמציה:

transform = transforms.Compose([  
 transforms.ToTensor(),  
 transforms.Normalize((0.5,), (0.5,))  
])

מהי טרספורמציה ולמה היא נחוצה?

המידע שאנו עובדים איתו יכול להגיע בהרבה צורות. למשל מאגר תמונות בפורמט jpg בגדלים שונים ..

על מנת שפורמט המידע 'יתאים' למודל אותו אנחנו בונים, אנו מבצעים טרספורמציות.

הביטוי 'יתאים' הוא די רחב כיוון שהוא מכליל בתוכו מגוון של פעולות שנוגעות בהיבטים שונים. בעבור תמונות למשל נוכל להפוך את תמונות לפורמט PIL, להקטין, להגדיל, לבצע נורמליזציה..

שימוש יעיל נוסף הוא עבור augmentation data – כאשר אין לנו מספיק תמונות, או שהתמונות אינן מגוונות מספיק נוכל לבצע טרנספורמציות שיבצעו חיתוך של תמונות, סיבוב וכו' וזה יגדיל את המאגר.

במקרה שלנו, לא נזדקק להרבה עבודה כיוון שmnist עשו את רוב העבודה, לכן רק נהפוך את התמונה\תמונות לtensor ואז ננרמל.

נטען את הדאטא:

train\_set = torchvision.datasets.MNIST('/files/',   
 train=True,   
 download=True,   
 transform=transform)

נשים לב שהעברנו ל Datasetאת הtransforms שיצרנו קודם.

בדרך כלל במימוש נכון הDataset עוד לא מפעיל את הטרנפורמציות ואפילו לא טוען את התמונות.

רק ברגע שנבקש ממנו איבר כלשהו באמצעות המתודה:

def \_\_getitem\_\_(self, idx):

הוא יטען את התמונה ויבצע עליה את הטרנספורמציות.

זוהי נקודה חשובה שמקבלת משנה חשיבות כאשר מדובר בbigdata כי לא נוכל לטעון את כל הDataset בפעם אחת.

נאתחל את הDataLoader:

train\_loader = torch.utils.data.DataLoader(  
 dataset=train\_set,  
 batch\_size=64,  
 shuffle=True)

בDataLoader טוענים את הdataset, מגדירים batch\_size, והאם לערבב או לא.

תפקיד הDataLoader הוא לערום את הנתונים בbatches כך שיהיו מוכנים לאימון.

נביט על צורת העבודה עם הDataLoader:

images, labels = next(iter(train\_loader))

לאחר שורה זו, imaegs יהיה טנסור מהצורה הבאה (28, 28, 1, 64)

נפרש זאת כ64 תמונות, לכל אחת מהן יש ערוץ אחד, וגודל כל אחת מהן הוא 28x28.

אם היינו עובדים עם תמונות באותו גודל רק צבעוניות (כלומר שלושה ערוצים) אז היינו מקבלים

(28, 28, **3**, 64).

מוזמנים להריץ את השורות הבאות ולראות מהו labels ומהי צורתו:

print("the shape is ", labels.shape)  
print(labels)

קטע הקוד הבא יציג דגימה קטנה מן התמונות בbatch, רק כדי שנקבל תחושה:

fig = plt.figure()  
for i in range(9):  
 plt.subplot(3, 3, i + 1)  
 plt.tight\_layout()  
 plt.imshow(images[i][0], cmap='gray')  
 plt.xticks([])  
 plt.yticks([])  
  
fig.show()

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAoAAAAHgCAIAAAC6s0uzAAAvf0lEQVR4Xu3de6x0bV3e8bEQjiJUOVmtkr4kfQNESH1jjSVQoxGM2EioJESlknoMh0osNo0VqCS1aklqTdUKoQ2mh1eFVglQLaCW0GqI9UAAIWgrT5SDVZ8NQeSwbSdMQu7f9duzZtZ932uta635fv7k2Xvt2Xuue303ybyzd/8PAADMbqf/AwAAmB4BBgBgAQQYAIAFEGAAABZAgAEAWAABBgBgAQQYAIAFEGAAABZAgAEAWAABBgBgAQQYAIAFEGAAABZAgAEAWMAqA3x9fX3r1q3bt29fwcb+6dg/KfunRp8tM4zHE/tBtbWMJ1tlgPc/6x0s7Z8afbbMMB5n7AfV/MeTrTLA+9939GcPD/unRp8tM4zHGftBNf/xZKsM8NXVlf7s4WH/1OizZYbxOGM/qOY/nowAoyf/M8B4nLEfVPMfT0aA0ZP/GWA8ztgPqvmPJyPA6Mn/DDAeZ+wH1fzHkxFg9OR/BhiPM/aDav7jyQgwevI/A4zHGftBNf/xZAQYPfmfAcbjjP2gmv94MgKMnvzPAONxxn66uyOSb+fj0edEei1v/uPJCDB68j8DjMcZ++mOADsjwOjJ/wwwHmfspzsC7IwAoyf/M8B4nLGf7giwMwKMnvzPAONxxn66I8DOCDB68j8DjMcZ++nuFdF19MnoCZFey5v/eDICjJ78zwDjccZ+uiPAzggwevI/A4zHGfvpjgA7I8Doyf8MMB5n7Kc7AuyMAK/Y10X/PdKPnoX/GWA8zthPu6dHklgJ8DdEeq1V8R9PRoBXjABXYDzO2E87ArwiBHjFCHAFxuOM/bQjwCtCgFeMAFdgPM7YTzsCvCIEeMUIcAXG44z9tCPAK0KAV+ahhd+PXhrpZ87C/wxc8nj8sZ86X1L4QPTn0bdH94/0uqviP56MAK8MAW50yePxx37qEODdGsaTEeCVIcCNLnk8/thPHQK8W8N4MgK8MgS40SWPxx/7qUOAd2sYT0aAV4YAN7rk8fhjP3UI8G4N48kI8JBHRC+Knh3pJ0/jbxfk9Y1vi/QzZ+F/BmYbDyqwnzPdN/qFgrzO+VakF9oQ//FkBHgIAR7L/wzMNh5UYD9nIsCZ/3gyAjyEAI/lfwZmGw8qsJ8zEeDMfzwZAR5CgMfyPwOzjQcV2M+ZCHDmP56MAA8hwGP5n4HZxoMK7OdMBDjzH09GgIeUtTMJntvjEf5nYLbxVHtA9C+iq+j90fsiWcivFO4V6YNYCPs508uisrjyKujyBdJ7eqEN8R9PRoCHlLUzCZ7b4xH+Z2C28VQjwM5M9kOAM//xZAR4SFk7k+C5PR7hfwZmG081AuzMZD8EOPMfT0aAh5S1Mwme2+MR/mdgtvFUI8DOTPZDgDP/8WQEeEhZO5PguT0e4X8GZhtPNQLszGQ/BDjzH09GgIeUtTMJ3k8UHB6P8D8Ds41nlM8u/GL09mjUH3B9bPTBwlMi/cyFsJ9jHh69OyoD/OpIL7Rd/uPJCPAQAjyW/xmYbTyjEOAD9nMMAT7JfzwZAR5CgMfyPwOzjWcUAnzAfo4hwCf5jycjwEMI8Fj+Z2C28YxCgA/YzzEE+CT/8WQEeAgBHsv/DMw2nlEI8AH7OYYAn+Q/nowAD7k7Kle+t0jw3B6P8D8Ds41nlLcUfj16YKSfOUY5nmdG+qELYT/HyIvhB87+50V6oe3yH09GgIeUN6y7PYLn9niE/xmYbTyjEOAD9nMMAT7JfzwZAR5S3rDu9gie2+MR/mdgtvGMQoAP2M8xBPgk//FkBHhIecO62yN4bo9H+J+B2cYzCgE+YD/HEOCT/MeTEeAh5Q3rbo/guT0e4X8GZhvPKAT4gP0cQ4BP8h9PRoCHlDesPXnV8YejxxX0Qg3uE5V3ank85SF8GwE+YrbxDPua6HcKnxvpZzYox/yMSD90IeznGPmzvhLgf1LQz+znHoWvj5436MsivW4n/uPJCPCQ8oZ1NwE+g/8ZmG08wwjwjdjPMQT4JP/xZAR4SHnDupsAn8H/DMw2nmEE+Ebs5xgCfJL/eDICPKS8Yd1NgM/gfwZmG88wAnwj9nMMAT7JfzwZAR7y7yIJnpyBJxb0Qg0eGsljKL0i0gvNwv8MzDaeYWVx9+Z5U6qfLnxdpB+6EPZzjPy6Lzefxxf0Mxs8LSp/v5cHMOwj0ZMj/aq1/MeTEeAhBHgs/zMw23iGEeAbsZ9jCPBJ/uPJCPAQAjyW/xmYbTzDCPCN2M8xBPgk//FkBHgIAR7L/wzMNp5hBPhG7OcYAnyS/3gyAjyEAI/lfwZmG88wAnwj9nMMAT7JfzwZAR4y/OcIZWSLB/g7I73QLPzPwGzjGSYB7vVeV+KvR+UN9PMj/cyFsJ9jhgP84IJ+5qDyhc17r4yGv2g1+YOb+phq+Y8nI8BDCPBY/mdgtvEMI8A3Yj/HDLeQAO/WMJ6MAA8hwGP5n4HZxjOMAN+I/Rwz3EICvFvDeDICPIQAj+V/BmYbzzACfCP2c8xwCwnwbg3jyQjwEAI8lv8ZmG08wwjwjdjPMcMtJMC7NYwnI8BDRgX42QW9UAMC3Nds4xkmAX50QT900BMG/Xz0/IJeyAP7OUZa+LPRZxT0Mwc9LJJ7mvhoofxlbu+7o9dFH4vkxvX3In2IZ/MfT0aAhxDgsfzPwGzjGUaAb8R+jiHAJ/mPJyPAQwjwWP5nYLbxDCPAN2I/xxDgk/zHkxHgIQR4LP8zMNt4hhHgG7GfYwjwSf7jyQjwEAI8lv8ZmG08wwjwjdjPMQT4JP/xZAR4yOdFfxDJo3p34Qsive4Y8kJWPROF8jeAvr8EnM//DMw2nmGvjt5auG+knxnJm/z9xaC7CnohD+znGAlw+a6ie/rRZ3tDpPeU6FkFvdCgH4sGLjv2yiX/8WQEeAgBHsv/DMw2nmEE+Ebs5xgCfJL/eDICPIQAj+V/BmYbzzACfCP2cwwBPsl/PBkBHkKAx/I/A7ONZxgBvhH7OYYAn+Q/nowADyHAY/mfgdnGM4wA34j9HEOAT/IfT0aAR3hJJDMqX9f3wkgvNMaLovKrCF4FfY6lxiPkV7S3F+T1pbI68a5Ikxvdu6APyAP7OWaiAJfD2ytf57z30qj6tdY/GMmd84cj/eSz+Y8nI8AjyL1PZlS2kADbWmo8ggDfiP0cQ4BP8h9PRoBHkHufzKhsIQG2tdR4BAG+Efs5hgCf5D+ejACPIPc+mVHZQgJsa6nxCAJ8I/ZzDAE+yX88GQEeQe59MqOyhQTY1lLjEQT4RuznGAJ8kv94MgI8grw8VV6AWrbwQ9EPRPLuksNeG5VfRRDgcyw1nmH3K7w8+pXoD6N/FcmLq98UVd9AZ8N+jpEAvzk6/1erx0Ryp5Lf5x4U6bXOdiuSAD8n0k8+m/94MgI8AgE+yf8MLDWeYQT4gP0cQ4BP8h9PRoBHIMAn+Z+BpcYzjAAfsJ9jCPBJ/uPJCPAIBPgk/zOw1HiGEeAD9nMMAT7JfzwZAR6BAJ/kfwaWGs8wAnzAfo4hwCf5jycjwPW+IvrjgrZxkMxR//lsBPgcJuOZiL5IOtKP9sN+jpEAy03jSQX9zOiJkVznf0T3ivRahUdE/zP6RPRfo3tGeumz+Y8nI8D1CHDmfwZMxjMRTW6kH+2H/RxDgE/yH09GgOsR4Mz/DJiMZyKa3Eg/2g/7OYYAn+Q/nowA1yPAmf8ZMBnPRDS5kX60H/ZzDAE+yX88GQHupozxr0aaykjOgP7z2QjwOTzH04sMr9fLW2bDfo4ZDvCvFR4XyXWGA/y66Cujry/8TPSxSC4rb+4mf+ZVHmE1//FkBLgbArxbwxnwHE8vMjwC3N1S+yHAJ/mPJyPA3RDg3RrOgOd4epHhEeDultoPAT7JfzwZAe6GAO/WcAY8x9OLDI8Ad7fUfgjwSf7jyQhwNwR4t4Yz4DmeXmR4BLi7pfZDgE/yH09GgJf3jEj+9cWRLLv07EiuMw//M7Cx8XxW9L7ozkg/2Q/7OUZOt7yuuLwPSKrfHQ2/KVUvkue/Gun31on/eDICvDwCPKeNjYcAz2yp/cjpJsCZ/3gyArw8AjynjY2HAM9sqf3I6SbAmf94MgK8PAI8p42NhwDPbKn9yOkmwJn/eDICvDwCPKeNjYcAz2yp/cjpJsCZ/3gyAuzuRZG+9LnAq6DPsbHxfE30W1H59wdt/wRhif2c6dujgVcgT+S3o5dGE73OeZj/eDIC7I4A97Wx8RDgmZnshwBn/uPJCLA7AtzXxsZDgGdmsh8CnPmPJyPA7ghwXxsbDwGemcl+CHDmP56MALsjwH1tbDwEeGYm+yHAmf94MgLs7vwAvzI6/295duR/BjY2nm+N3hzpR9tjP3XuKvxepOUc9MboX0flO1x+ZqQPaAn+48kIsDsC3NfGxkOAZ+a5HwK8W8N4MgLsjgD3tbHxEOCZee6HAO/WMJ6MALsjwH1tbDwEeGae+yHAuzWMJyPA7ghwXxsbDwGemed+CPBuDePJCLC7L420ugU5S/KHP/W60/A/AxsbjwT4+yP9aHvsB9X8x5MRYHcEuK+NjYcAz2xj+9kS//FkBNgdAe5rY+MhwDPb2H62xH88GQF2R4D72th4CPDMNrafLfEfT0aA3RHgvjY2HgI8s43tZ0v8x5MRYHf3jH6oIAF+enT/SK87Df8zsLHxyOtUCfDUNrafLfEfT0aA3RHgvjY2HgI8s43tZ0v8x5MRYHcEuK+NjYcAz2xj+9kS//FkBNgdAe5rY+MhwDPb2H62xH88GQF2R4D72th4CPDMNrafLfEfT0aA0ZP/GdjYeH4uIsBT29h+tsR/PBkBRk/+Z2Bj4yHAM9vYfrbEfzwZAUZP/mdgY+MhwDPb2H62xH88GQFGT/5nYGPjIcAz29h+tsR/PBkBRk/+Z2Bj43lXRICntrH9bIn/eDICjJ78z8DGxkOAZ7ax/WyJ/3gyAoye/M/AxsZDgGe2sf1sif94MgKMnvzPwMbGQ4BntrH9bIn/eDICjJ78z8DGxkOAZ7ax/WyJ/3gyAoye/M/AxsYj391zIv1oe+wH1fzHk+kBXgXOgC3/M7Cx8ch3R4CntrH9bIn/eDI9wKvAGbDlfwY2Nh757gjw1Da2ny3xH0+mB3gVOAO2/M/AxsYj3x0BntrG9rMl/uPJ9ACvAmfAlv8Z2Nh45LsjwFPb2H62xH88mR7gVeAM2PI/A4zHGftBNf/xZAQYPfmfAcbjjP2gmv94MgKMnvzPAONxxn5QzX88GQFGT/5ngPE4Yz+o5j+ebJUBvn37tv7s4WH/1OizZYbxOGM/qOY/nmyVAb5165b+7OFh/9Tos2WG8ThjP6jmP55slQG+vr7e/6z3v+9cwcb+6dg/KfunRp8tM4zHE/tBtbWMJ1tlgAEAWDsCDADAAggwAAALIMAAACyAAAMAsAACDADAAggwAAALIMAAACyAAAMAsAACDADAAggwAAALIMAAACyAAAMAsAACDADAAggwAAALIMAAACyAAAMAsIBVBvj6+vrWrVu3b9++go3907F/UvZPjT5bZhiPJ/aDamsZT7bKAO9/1jtY2j81+myZYTzO2A+q+Y8nW2WA97/v6M8eHvZPjT5bZhiPM/aDav7jyVYZ4KurK/3Zw8P+qdFnywzjccZ+UM1/PBkBRk/+Z4DxOGM/qOY/nowAoyf/M8B4nLEfVPMfT0aA0ZP/GWA8ztgPqvmPJyPA6Mn/DDAeZ+wH1fzHkxFg9OR/BhiPM/aDav7jyQgwevI/A4zHGftBNf/xZAQYPfmfAcbjjP2gmv94MgKMnvzPAONxxn5QzX88GQFGT/5ngPE4Yz+o5j+ejACjJ/8zwHicsR9U8x9PRoDRk/8ZYDzO2A+q+Y8nI8Doyf8MMB5n7AfV/MeTEWD05H8GGI8z9oNq/uPJCDB68j8DjMcZ+0E1//FkBBg9+Z8BxuOM/aCa/3gyAlzvsdFzC2+LriP5duRfh5WfKF/lmZE+3Fn4nwGT8eBG7AfV/MeTEeB6BDjzPwMm48GN2A+q+Y8nI8D1CHDmfwZMxoMbsR9U8x9PRoDrEeDM/wyYjAc3Yj+o5j+ejADXI8CZ/xkwGQ9uxH5QzX88GQEe4VHR+6NPnu33oteMUcZYLvvR6Jsi/Wam4X8GlhoPzsF+2n1l9I7ohZHcXn73bK+NviTSxzQL//FkBHgEAnyS/xlYajw4B/tpR4BXhACPQIBP8j8DS40H52A/7QjwihDgEQjwSf5nYKnx4Bzspx0BXhECPAIBPsn/DCw1HpyD/bQjwCtCgIfI65xlgtK/9xTeHD0pujPSrzroyYXnR++MvjHSC03D/wzMNh5UYD91/n7hE9FfjCG1fmVU/jcX8ol/FN0V6cOdhv94MgI8hACP5X8GZhsPKrCfOgR4t4bxZAR4CAEey/8MzDYeVGA/dQjwbg3jyQjwEAI8lv8ZmG08qMB+6hDg3RrGkxHgIQR4LP8zMNt4UIH91CHAuzWMJyPAQ+SVflJccUdBL3Qx/M/AbOMZpfyF7Luil0fviuQ+eD55Db98lfJ9Vff04U6G/RxT3l725Jfv8kYkT/St6MXRfaN7RPIYyn/63ki+qIRcrjMR//FkBHgIAR7L/wzMNp5RCPAB+zmmvL3cQYBv4j+ejAAPIcBj+Z+B2cYzCgE+YD/HlLeXOwjwTfzHkxHgIQR4LP8zMNt4RiHAB+znmPL2cgcBvon/eDICPIQAj+V/BmYbzygE+ID9HFPeXu4gwDfxH09GgIcMB/hN0QMLeiEDz4v+TqQfXcv/DMw2nvtE3xP9anRVKN9tNPtY9IExXlH4YPTxqHw8ew+P9Fvt5+qC91Pmbe+boz+OJHgfKfyb6CGRftVafymSW+WfR4+L9Fqd+I8nI8BDZFUE+CT/MzDbeAhwhasL3g8BbuQ/nowAD5FVEeCT/M/AbOMhwBWuLng/BLiR/3gyAjxEVkWAT/I/A7ONhwBXuLrg/RDgRv7jyQjwEFkVAT7J/wzMNh4CXOHqgvdDgBv5jycjwEO+NJIAi2cVnhjpdTuRo/VfInm5rNzHfyjSS9fyPwPTjecB0esjuWPK01GS9zGVX5UeH+mDqPWjkTykF0T6yf1c8n6+P5LBDPtnBb3uLP5TJA9PbqT6yZ34jycjwENkN5rciADv1nAGphsPAW53yfshwI38x5MR4CGyG01uRIB3azgD042HALe75P0Q4Eb+48kI8BDZjSY3IsC7NZyB6cZDgNtd8n4IcCP/8WQEeIjsRpMbEeDdGs7AdOMhwO0ueT8EuJH/eDICPOT+0U9G74vKGF9FZZv3JJz6VSP54NcVfi0qH8CePDx58PeL9KvW8j8DHcfz6OgPI2mY3JJeHZWvEZV3B9SvOg15kbY8eAL8aR33I79LyfmVwXwokv+ooXz5tH6ZWRDgOgR4CAEey/8MdBwPAe7uovZDgPvyH09GgIcQ4LH8z0DH8RDg7i5qPwS4L//xZAR4CAEey/8MdBwPAe7uovZDgPvyH09GgOs9Nir/uJucJfEb0YOj74z+V1TeFvW60XMiffTT8D8DLeORN7eSl1mVT00W39fomxep7IDhAJd/LXFPP7mfbe9HyO/3L4rkZZLy5wj1WrN7UPSn0SeiuyK9Vif+48kIcD0CnPmfgZbxEGAC3LIfQYD78h9PRoDrEeDM/wy0jIcAE+CW/QgC3Jf/eDICXI8AZ/5noGU8BJgAt+xHEOC+/MeTEeB6BDjzPwMt4yHABLhlP4IA9+U/nowAd/Oowu9FcjuTb0f+dVj5if82+r5IH98s/M9Ay3jkZc/yUs8PR0+L9FpL+1uR3ED/c6SfPJlt72dL5P8nyFl4Z6SfPA3/8WQEuBsCvFvDGWgZDwGe2rb3syUEuAsC3A0B3q3hDLSMhwBPbdv72RIC3AUB7oYA79ZwBlrGQ4Cntu39bAkB7oIAd0OAd2s4Ay3jIcBT2/Z+toQAd0GAJyFvvSavT5amyr8OKz/xayN9EEvwPwMt4xl+qfDbI/1kA+VLuOV9TP9vJAPWC01m2/uZh7y4unyX05OGX5xf/tNPRxLgt0RynYn4jycjwJOQ+9dARK8J8LxaxkOAp7bt/cyDAK8IAZ6E3L8GInpNgOfVMh4CPLVt72ceBHhFCPAk5P41ENFrAjyvlvEQ4Kltez/zIMArQoAnIfevgYheE+B5tYyHAE9t2/uZBwFeEQLcTTn6H4sGInrdEGD5i79PjvTxzcL/DLSMZzjA740+O9JrLeHfF+SO+ZpIXgX91Eiv28+299Piq6Nfjsq/LS2/CMoTPUxevfzS6GcK8ony3318YaTfzDT8x5MR4G4I8G4NZ6BlPASYALfspwUBPsl/PBkB7oYA79ZwBlrGQ4AJcMt+WhDgk/zHkxHgbgjwbg1noGU8BJgAt+ynBQE+yX88GQHuhgDv1nAGWsZDgAlwy35aEOCT/MeTEeBuXlbQbEa/FMkf7hVviso7vlxWXsj6hEgf7jT8z0DLeP5y9OaofGr2fjVa5JYkykcrN1B58OIFkV63n23vZ1j5GuO9H43ksMvTd6sgf4v3jZH81i7XqfbW6N6RfqvT8B9PRoC7IcC7NZyBlvEQYALcsp9hBLiR/3gyAtwNAd6t4Qy0jIcAE+CW/QwjwI38x5MR4G4I8G4NZ6BlPASYALfsZxgBbuQ/nowAd0OAd2s4Ay3jIcAEuGU/wwhwI//xZAR4hM+Inht9oCD3Lynu3430ywwqX/ooX0XIe8XphabhfwY6jkfexu83I3k6bkfyOvmvLOiXiR4WPWvQG6LyL/7KDVQerbgz0sfUz0Xtp/zvJvaGX718d/SI6AEFefn9PaPyI/ceGZUh35PHcD55UfS3RQ+K9OdSy388GQEegQCf5H8GOo6HAHd3UfshwASYAI9AgE/yPwMdx0OAu7uo/RBgAkyARyDAJ/mfgY7jIcDdXdR+CDABJsAjEOCT/M9Ax/EQ4O4uaj8EmAAT4BG+L5LXJZa+OXpgpNcdo7yOvH2gPojo5dH9Iv0ytfzPwHTjkdvKqyJ5GHrHOlvLdcqXv8oe5CPlrSj1W53MRe3n2ZE8BfI2kA+J9Fpnkx7/o+jDkTykHy58U/SOSD5RvCf6jugeBX30g/zHkxHgEQjwSf5nYLrxEOB2F7UfAkyACfAIBPgk/zMw3XgIcLuL2g8BJsAEeAQCfJL/GZhuPAS43UXthwATYAI8wr+MNHGFJ0V6oU7kL5Tpg4jkZTV3RHrpWv5nYKnxPD76gVr/PNJ/jp4WPbwgAZZ5lH/ebk+/mclc1H7kylKpr4j0k88mr7oq3w0tvyGakN/DBt7c6nOjb41+O9IvE72wIF9lmP94Mh3BKnQ8A6MQ4JP8z8BS4yHA57io/ciVpUMEmACb6ngGRiHAJ/mfgaXGQ4DPcVH7kStLhwgwATbV8QyMQoBP8j8DS42HAJ/jovYjV5YOEWACbKrjGRiFAJ/kfwaWGg8BPsdF7UeuLB0iwATYVMczMMpwgMuFzfO35whwhaXG4+b/RDIPmbp+8mQuaj/y5mjSoeoAf1n0O5F8lT+LXhLdJ9KvdDb5by6eHpVv0Lb3kYJeaJD/eDICPILclaRwBHi3hjOw1HjcEOA6HfdDgAkwAR5B7kpSOAK8W8MZWGo8bghwnY77IcAEmACPIHclKRwB3q3hDCw1HjcEuE7H/RBgAkyAR5C7khSOAO/WcAaWGo8bAlyn434IMAEmwCP8SCT3rLcVnhnphTqRl7zK4xHy4PVanfifgaXG40ZuxB+PvjzST57MRe1HXoguz8jPRfIX/UT5h0eHf/N+d3RXpA9xFs+PPlbQDx3kP56MAI8gDZNlE+DdGs7AUuNxI7d7AnymjvshwAcEeGU6noFRpGGybAK8W8MZWGo8buR2T4DP1HE/BPiAAK9MxzMwijRMlk2Ad2s4A0uNx43c7gnwmTruhwAfEOCV6XgGRpGGybIJ8G4NZ2Cp8biR2z0BPlPH/RDgAwK8Mh3PwCgPjp4Vfajw0ehdkZwB+VeZo7zUufxE+Spy8MpXZe/Jg9fvrRP/M7DUeBw8pSC3e3mHQv3MuVzUfr4oKl/9uydP0PnkxdXfEumD2BD/8WQEeARpGAHO/M/AUuNxQIDbddwPAe7LfzwZAR5BGkaAM/8zsNR4HBDgdh33Q4D78h9PRoBHkIYR4Mz/DCw1HgcEuF3H/RDgvvzHkxHgEaRhBDjzPwNLjccBAW7XcT8EuC//8WQEuJtvL/xuJGmU1yXKvw4b+MT3Rt8Y6cOdhv8Z8BzPPMoAy4+FAJ9puv08Mvq+McqT/rBIv8x2+Y8nI8DdEODdGs6A53jmQYDbTbcfAtzIfzwZAe6GAO/WcAY8xzMPAtxuuv0Q4Eb+48kIcDcEeLeGM+A5nnkQ4HbT7YcAN/IfT0aAuyHAuzWcAc/xzIMAt5tuPwS4kf94MgI8iQdFzxn0o5FkVZQBfnE0zx8hHuZ/BvzHMw956ewHIv3oubAfVPMfT0aAJ0GAbfmPZx4EuA77seU/nowAT4IA2/IfzzwIcB32Y8t/PBkBngQBtuU/nnkQ4Drsx5b/eDICPAkCbMt/PPMgwHXYjy3/8WQEGD35nwHGc0CA67AfW/7jyQgwevI/A4zngADXYT+2/MeTEWD05H8GGM8BAa7Dfmz5jycjwOjJ/wwwngMCXIf92PIfT0aA0ZP/GWA8BxLgV0T60XNhP6jmP56MAKMn/zPAeA4IcB32Y8t/PBkBRk/+Z4DxHBDgOuzHlv94MgKMnvzPAOM5IMB12I8t//FkBBg9+Z8BxnNAgOuwH1v+48kIMHryPwOM5+DnI14FfSb2Y8t/PBkBRk/+Z4DxHBDgOuzHlv94MgKMnvzPAOM5IMB12I8t//FkBBg9+Z8BxnNAgOuwH1v+48kIMHryPwOM54AA12E/tvzHkxFg9OR/BhiPM/aDav7jyQgwevI/A4zHGftBNf/xZAQYPfmfAcbjjP2gmv94MgKMnvzPAONxxn5QzX882SoDfPv2bf3Zw8P+qdFnywzjccZ+UM1/PNkqA3zr1i392cPD/qnRZ8sM43HGflDNfzzZKgN8fX29/1nvf9+5go3907F/UvZPjT5bZhiPJ/aDamsZT7bKAAMAsHYEGACABRBgAAAWQIABAFgAAQYAYAEEGACABRBgAAAWQIABAFgAAQYAYAEEGACABRBgAAAWQIABAFgAAQYAYAEEGACABRBgAAAWQIABAFgAAQYAYAGrDPD19fWtW7du3759BRv7p2P/pOyfGn22zDAeT+wH1dYynmyVAd7/rHewtH9q9Nkyw3icsR9U8x9PtsoA73/f0Z89POyfGn22zDAeZ+wH1fzHk60ywFdXV/qzh4f9U6PPlhnG44z9oJr/eDICjJ78zwDjccZ+UM1/PBkBRk/+Z4DxOGM/qOY/nowAoyf/M8B4nLEfVPMfT0aA0ZP/GWA8ztgPqvmPJyPA6Mn/DDAeZ+wH1fzHkxFg9OR/BhiPM/aDav7jyQgwevI/A4zHGftBNf/xZAQYPfmfAcbjjP2gmv94MgKMnvzPAONxxn5QzX88GQFGT/5ngPE4Yz+o5j+ejACjJ/8zwHicsR9U8x9PRoDRk/8ZYDzO2A+q+Y8nI8Doyf8MMB5n7AfV/MeTEWD05H8GGI8z9oNq/uPJCDB68j8DjMcZ+0E1//FkBBg9+Z+BbY/nW6K/OE5+LHdHnxnpl5kM+0E1//FkBBg9+Z+BbY+HAE9t2/tZNf/xZAQYPfmfgW2PhwBPbdv7WTX/8WQEGD35n4Ftj4cAT23b+1k1//FkBBg9+Z+BbY+HAE9t2/tZNf/xZAS43v2jLy78RPQrkdwKr6Phf/2pgj4gA/5nwGQ81e4VvTj6rUjGc75HRfogJsN+UM1/PBkBrkeAM/8zYDKeagR4WWvfz4b5jycjwPUIcOZ/BkzGU40AL2vt+9kw//FkBLgeAc78z4DJeKoR4GWtfT8b5j+ejADXI8CZ/xkwGU81Aryste9nw/zHkxHgEe6M3h59siC3s/Kf9n580MBl995a0MdnwP8MLDWeal8e/WQkS+vlPdFjIn2I/bAfVPMfT0aARyDAJ/mfgaXGU40AW1ndfi6H/3gyAjwCAT7J/wwsNZ5qBNjK6vZzOfzHkxHgEQjwSf5nYKnxVCPAVla3n8vhP56MAI9AgE/yPwNLjacaAbayuv1cDv/xZAR4hKdGH45eWZBU64UGvSqSO+P3FvQzDfifgaXGM+xzCk+J3hfJHuYhPZ7ujSrZzyX4/Oiro4cX9DMH+Y8nI8AjEOCT/M/AUuMZRoAP2M8lIMCfRoBHIMAn+Z+BpcYzjAAfsJ9LQIA/jQCPQIBP8j8DS41nGAE+YD+XgAB/GgEegQCf5H8GlhrPMAJ8wH4uAQH+NAJcr6WyJbmO3PvkVdD6yWb8z4DJeMQPF2QAhh4Y6TfTgP2sxd+Mvjb6pehD0Ucj+Qn/t4J+1UH+48kIcD0Jp/7z2eQ6crMjwH2ZjEcQ4AP2sxYEuAsCXE/Cqf98NrmO3OwIcF8m4xEE+ID9rAUB7oIA15Nw6j+fTa4jNzsC3JfJeAQBPmA/a0GAuyDA9SSc+s9nk+vIzY4A92UyHkGAD9jPWhDgLgjwAuQPCcvLnuXvAf9spNcy438GZhvPvaN/Gskbjv5RQXPn57GRfucN2E93T4teGz0n+sFI/pD5nxQ+Ecldq8X7C/rNDPIfT0aAF0CAFzTbeAhwBfbTHQF2RoAXQIAXNNt4CHAF9tMdAXZGgBdAgBc023gIcAX20x0BdkaAF0CAFzTbeAhwBfbTHQF2RoAX8JJIXucst+b7RXotM/5nYLbxPCLSiK3ZayL9zhuwn3afFf1+pLnr5A+iV0SS+S+K7oqeVNDvbZD/eDICvAACvKDZxkOAK7CfdgR4RQjwAgjwgmYbDwGuwH7aEeAVIcALIMALmm08BLgC+2lHgFeEAM9B/o6hbPcDkbwxll7Lm/8ZmG48z4rkadWI1XpjJH+7sPxTbns/EpXvMXQ70i8ziAC7KX/Ve0Mkdxvx3uhl0XdF5R8N/CvRdG+Odj7/8WQEeA4E2Md04yHA7S55Py0I8G4N48kI8BwIsI/pxkOA213yfloQ4N0axpMR4DkQYB/TjYcAt7vk/bQgwLs1jCcjwHMgwD6mGw8BbnfJ+2lBgHdrGE9GgCchxf1wJLfmb4j0WqvifwY6jkfe0ewtkVar1suje0T6mM7265F+1UEEeHHyUudbBUnsb0YviD4/0i+zKv7jyQjwJAiwrY7jIcAEeCkEOPMfT0aAJ0GAbXUcDwEmwEshwJn/eDICPAkCbKvjeAgwAV4KAc78x5MR4EkQYFsdx0OACfBSCHDmP56MAHdTFlfOgNy/yo/ce8gg/TLe/M9Ax/F8VSTP8ijfU5C/Y9iruIIA1+m4nxa/GMkNp/TuSJ67341+IPrcSB+EGf/xZAS4m7Kpcgbk/lV+5FMJ8Lw6jocAH+ilG1zUfloQ4Mx/PBkB7qZsqpwBuX+VH/lUAjyvjuMhwAd66QYXtZ8WBDjzH09GgLspmypnQO5f5Uc+lQDPq+N4CPCBXrrBRe2nBQHO/MeTEeBuyqbKGZD7V/mRTyXA8+o4HgJ8oJducFH7aUGAM//xZAS4nrxnZPk6Z7lhyV/8fWv0vyP51287mzwefbiz8D8DLeORFr4+kid92Cei5xX0q/Zzz8JvRPr4Br0q0i/TYNv7afEdkdxStLqdyN8SXvz2Msx/PBkBrlfO8U4C/Cn+Z6BlPAT4gADPjwCf5D+ejADXK+d4JwH+FP8z0DIeAnxAgOdHgE/yH09GgOuVc7yTAH+K/xloGQ8BPiDA8yPAJ/mPJyPA9co53kmAP8X/DLSMhwAfEOD5EeCT/MeTEeB6L4nKO5TsuPyn/K9vjyTA4oMFuWz5T3vytzz10U/D/wy0jEfeNFR+/qPI06pfaRr/sKAPaIzp/vjrtvfTQt6RVO4h7y/8YCT3gUcP+tJI/vj0LxTuG+nDXYL/eDICXI8AZ/5noGU8BPiAAM+PAJ/kP56MANcjwJn/GWgZDwE+IMDzI8An+Y8nI8D1CHDmfwZaxkOADwjw/AjwSf7jyQhwPQKc+Z+BlvEQ4AMCPD8CfJL/eDICXO8Lox8/Tt6z8G9E94v0y0RfUJDrSMjldZJ6oWn4n4GW8XQM8LMi/UqdvDQq35JQH9CgP4nkj9HqV22w7f20kI7eFT24oJ/Z4JVR+R96PDLSz1yC/3gyAlyPAGf+Z6BlPASYALfspwUBPsl/PBkBrkeAM/8z0DIeAkyAW/bTggCf5D+ejADXI8CZ/xloGQ8BJsAt+2lBgE/yH09GgOsR4Mz/DLSMhwAT4Jb9tCDAJ/mPJyPA2/HFkdxD5X0r9ZM78T8DLePpGOBer4Iu311yr3yd815Z3FHRvRV9WaQPop9t78ef/Knyj0Tlm6c+LtILLcF/PBkB3g4CfI6W8RBgAtyyH38EeGYEeDsI8DlaxkOACXDLfvwR4JkR4O0gwOdoGQ8BJsAt+/FHgGdGgLdD3plLXoRFgA9axtMxwOXrWfa+u/CoMX4y0i9T6+5IfxCT2fZ+HMgL6Mrh7Ulx5f22yrfi0usa8B9PRoC3gwCfo2U8BHhq296PAwJshQBvBwE+R8t4CPDUtr0fBwTYCgHeDgJ8jpbxEOCpbXs/DgiwFQK8HQT4HC3jIcBT2/Z+HBBgKwR4xR4SvSP65Ug/eRr+Z6BlPI+J3hlpxNbsEZH+ICaz7f2I/xA9P3roGE8uPDd6WfTeSBIr5BGW77un34wB//FkBHjFCHCFlvEQ4Kltez9C8kaAG/mPJyPAK0aAK7SMhwBPbdv7EZI3AtzIfzwZAV4xAlyhZTwEeGrb3o+QvBHgRv7jyQjwihHgCi3jIcBT2/Z+hOSNADfyH09GgFfs9ZHcQ/9BpJ88Df8z0HE88hfZ5Odv7jWRFFfe4VK/88lc1H7+cfTRSGM4jT+LXht9ZqTfgBn/8WQEeMUIcIWO4yHA3V3UfghwX/7jyQjwihHgCh3HQ4C7u6j9EOC+/MeTEeAVI8AVOo6HAHd3UfshwH35jycjwCtGgCt0HA8B7u6i9kOA+/IfT0aA3d0Zla9zlluq/C1PvdAs/M9Ax/HcO/qPkTw7bgz/nuvuwvYjnhT9aXR1tp+K5FXQcpf4a5E+plW5sh9PRoDdEeC+Oo6HAHd3UfsRBLjRlf14MgLsjgD31XE8BLi7i9qPIMCNruzHkxFgdwS4r47jIcDdXdR+BAFudGU/nowAuyPAfXUcDwHu7qL2Iwhwoyv78WQEeHmS2O+N5A/HfqDwVZFedwn+Z2C68UiP5TXSi7xv5euiBxbuEek3s5BL3g8a+Y8nI8DLI8Bzmm48BLjdJe8HjfzHkxHg5RHgOU03HgLc7pL3g0b+48kI8PII8JymGw8BbnfJ+0Ej//FkBHh5BHhO042HALe75P2gkf94MgJc7/7RSwrygOW2OPyvUtxXRmWq9QEZ8D8DS41H/pbwM6LyXSFlD8NeGsllHxbpY/LDflDNfzwZAa5HgDP/M7DUeAjwOdgPqvmPJyPA9Qhw5n8GlhoPAT4H+0E1//FkBLgeAc78z8BS4yHA52A/qOY/nowA1yPAmf8ZWGo8BPgc7AfV/MeTEeB6Xxi9v1C+Vnnvx8coE+tZ2QH+Z8BkPLgR+0E1//FkBLgeAc78z4DJeHAj9oNq/uPJCHA9Apz5nwGT8eBG7AfV/MeTEeB6BDjzPwMm48GN2A+q+Y8nI8Doyf8MMB5n7AfV/MeTEWD05H8GGI8z9oNq/uPJCDB68j8DjMcZ+0E1//FkBBg9+Z8BxuOM/aCa/3gyAoye/M8A43HGflDNfzwZAUZP/meA8ThjP6jmP56MAKMn/zPAeJyxH1TzH09GgNGT/xlgPM7YD6r5jycjwOjJ/wwwHmfsB9X8x5MRYPTkfwYYjzP2g2r+48kIMHryPwOMxxn7QTX/8WQEGD35nwHG44z9oJr/eDICjJ78zwDjccZ+UM1/PBkBRk/+Z4DxOGM/qOY/nmyVAb59+7b+7OFh/9Tos2WG8ThjP6jmP55slQG+deuW/uzhYf/U6LNlhvE4Yz+o5j+ebJUBvr6+3v+s97/vXMHG/unYPyn7p0afLTOMxxP7QbW1jCdbZYABAFg7AgwAwAIIMAAACyDAAAAsgAADALAAAgwAwAIIMAAACyDAAAAsgAADALAAAgwAwAIIMAAACyDAAAAsgAADALAAAgwAwAIIMAAACyDAAAAsgAADALAAAgwAwAL+P9qBIm46053DAAAAAElFTkSuQmCC)הoutput אמור להראות כך (לאו דווקא עם אותן ספרות):

נוסיף את השורה:

device = torch.device('cuda:0' if torch.cuda.is\_available() else 'cpu')

שתעזור לנו אח"כ להריץ את החישובים על ה- gpu, אם קיים.

נגדיר:

class Net(nn.Module):  
 def \_\_init\_\_(self):  
 super(Net, self).\_\_init\_\_()  
 self.conv1 = nn.Conv2d(in\_channels=1, out\_channels=20,  
 kernel\_size=)5, 5), stride=1)  
  
 self.conv2 = nn.Conv2d(in\_channels=20, out\_channels=50,  
 kernel\_size=5, stride=1)  
  
 self.fc1 = nn.Linear(in\_features=50\*4\*4,out\_features=500)  
 self.fc2 = nn.Linear(in\_features=500, out\_features=10)  
  
 def forward(self, t):  
 t = self.conv1(t)  
 t = F.relu(t)  
 t = F.max\_pool2d(t, kernel\_size=2, stride=2)  
  
 t = self.conv2(t)  
 t = F.relu(t)  
 t = F.max\_pool2d(t, kernel\_size=2, stride=2)

t = t.view(t.size(0), -1)  
 t = self.fc1(t)  
 t = F.relu(t)  
 t = self.fc2(t)  
 return t

בpytorch מימוש רשת נעשה על ידי ירושה של nn.Module.

בפונקציית הinit נאתחל את השכבות. בהמשך, כאשר נכניס batch של תמונות לרשת, הרשת תקרא למתודה forwardותשלח לה כארגומנט את הbatch בצורת tensor.

הרשת שהרכבנו בנויה משני חלקים עיקריים – קונבולוציה וlinear:

הרשת מתחילה בשתי שכבות קונבולוציה nn.Conv2d עם הפרמטרים הבאים:

1. in\_channels: מספר הערוצים הנכנסים. בשכבה הראשונה הארגומנט יהיה 1, כי במקרה שלנו אנחנו עובדים רק עם צבע אחד. אם היינו עובדים עם צבעוני אזי זה היה צריך להיות 3.
2. Out\_channels: מייצג את כמות הפילטרים שיעבדו על כל תמונה. לכן זהו מספר תתי התמונות השונות שתייצר כל תמונה.
3. Kernel\_size: גודל הפילטר. ניתן לציין גם כמספר בודד והוא ישלים לנו לפי מספר הממדים של התמונה.
4. Stride:כמות הצעדים שהפילטר יתקדם בכל קפיצה (אנכית ואופקית)

בין כל שכבת קונבולוציה, נפעיל על הoutput פונקציית אקטיביזציה: Relu.

לאחר שנסיים להריץ את הכל מוזמנים לנסות גם:

F.sigmoid()  
F.tanh()  
F.leaky\_relu()

בנוסף לפונקציית אקטיביזציה נבצע max\_pool2d שבמקרה שלנו ילך עם ריבוע 2x2 בקפיצות של שתיים, ויבחר את הערך הכי גדול בכל ריבוע שכזה. (כלומר יחצה את אורך ורוחב התמונה בשתיים)

משסיימנו את שכבות הקונבולוציה, נגיע לשתי שכבות linear/fully-connected/dense. משלב זה השכבות צריכות את הנתונים משוטחים, כלומר במימד אחד. ולכן נבצע:

t = t.view(t.size(0), -1)

המתודה view הופכת את t להיות מהצורה (1-batch\_size, ) כאשר 1- אומר לפונקציה להשלים לבד איזו צורה צריכה להיות. הסיבה למעבר הזה היא שאנחנו עובדים בbatches ולא בתמונה יחידה, ואיננו רוצים וקטור ארוך של כל התמונות יחד. לכן עברנו לצורה שמשטחת כל תמונה לוקטור אך שומרת על כל וקטור בנפרד.

איך הגענו ל 4\*4\*50?

התחלנו מ28x28

השכבה הראשונה הורידה ל24X24

Max\_pool2d הוריד ל 12X12

השכבה השניה הורידה ל 8X8

ואז שוב Max\_pool2d הוריד ל4X4

1. **אימון המודל:**

נאתחל את הרשת, האופטימייזר ופונקצית הloss, ונביא את הרשת לcpu/gpu:

net = Net().to(device)

optimizer = optim.SGD(params=net.parameters(), lr=0.001, momentum=0.9)

criterion = nn.CrossEntropyLoss()

**optimizer**: נשתמש בSGD. ניתן למצוא פירוט ואופציות נוספות כאן:

<https://pytorch.org/docs/stable/optim.html>.

params: המשקלים וbiases של הרשת אותם האופטימייזר ישפר במהלך הלמידה.

lr - learning rate : קצב הלימוד שיוכפל בגרדיאנט. שימו לב שהוא יחסית רגיש וכדאי לקבוע את הטווח שלו בדרך כלל בין 0.01 – 0.0001

momentum: עוזר לSGD להמשיך להאיץ או לשמור על תאוצה על ידי הכפלת הערך בוקטור העדכון מהסבב הקודם והוספה לוקטור הנוכחי. על פי Andrew Ng בדרך כדאי שינוע בין 0.9 – 0.99

**Criterion:**

במשימות קלסיפיקציה שבהן צריך לסווג תמונה למחלקה אחת יחידה, נשתמש בCrossEnthropyLoss.

CrossEnthropyLoss תקח את וקטור הoutput של הרשת, תהפוך את הפרמטרים בו להתפלגות (אותו רעיון של softmax רק עם log) ואז תחשב טעות ביחס להתפלגות וקטור המטרה (ground truth).

אם למשל הכנסנו תמונה עם הספרה 6, CrossEnthropyLoss תתן דגש לפער בין המקומות ה6 בשני הוקטורים. כלומר הפונקציה מנסה בעיקר לחזק לכיוון התשובה הנכונה ולא להחליש תשובות שגויות (על אף שגם המישור הזה יישתפר במהלך הדרך).

נקודה חשובה היא שהפונקציה משלבת בתוכה גם LogSoftmax כך שאין צורך להוסיף Softmax בסוף הרשת.

פירוט על אפשרויות נוספות: <https://pytorch.org/docs/stable/nn.html#loss-functions>

נגדיר פונקציית אימון:

def train(net, epoch\_num):  
 start = time()  
 for epoch in range(epoch\_num):  
 running\_loss = 0.  
 accuracy = 0.  
 msg = 'training: epoch {}'.format(epoch)  
 for images, labels in tqdm(train\_loader, desc=msg):  
 images = images.to(device, non\_blocking=True)  
 labels = labels.to(device, non\_blocking=True)

optimizer.zero\_grad()  
  
 preds = net(images)  
  
 loss = criterion(preds, labels)  
  
 loss.backward()  
  
 optimizer.step()  
  
 running\_loss += loss.item()  
  
 accuracy += preds.argmax(dim=1).eq(labels).sum().item()  
  
 print('results: Epoch {}, accuracy {}, loss:{}\n'.format(  
 epoch,  
 (accuracy / len(train\_loader.dataset)) \* 100,  
 (running\_loss / len(train\_loader))), flush=True)  
 sleep(.5)  
  
 end = time()  
 print('Done Training')  
 print('%0.2f minutes' % ((end - start) / 60))

כדאי להעתיק את הקוד ולהריץ כדי לחזות בתוצאה. זמן הריצה יהיה באזור ה10 דק' אם עובדים על cpu ממוצע. בסיום, הaccuracy צריך להיות 98+, והloss קטן מ0.1

השלבים עובדים כך:

לכל epoch:

לכל batch בtrain\_loader:

1. נאפס את כל חישובי הגרדיאנטים הקודמים
2. נבצע חיזוי על הbatch החדש
3. נחשב את גודל הטעות של הbatch בעזרת הcriterion שבחרנו קודם (crossEntrophyLoss)
4. נחשב loss.backward() – כל הגרדיאנטים עבור המשקלים והbiases.
5. נבצע optimizer.step() – כלומר עדכון המשקלים והbiases, כלומר לב הלמידה.

נחשב loss וaccuracy ונדפיס למסך כדי שנוכל לעקוב אחרי הלמידה.

בסיכום שלב הלמידה, בוודאי עלתה בכם תהייה לפי מה בחרנו את מבנה השכבות ברשת, גודל הbatch, מספר הepochs, learning rate, מומנטום, וכו'

פרמטרים אלו נקראים היפרפרמטרים (hyperparameters). יש לנו לא מעט מידע שנותן כיוון איך לבחור אותם, אך חלק גדול מהאימון הוא ניסוי היפרפרמטרים שונים ובדיקה מי מהם נותן תוצאות טובות יותר. שמעתי שיחה של מנהל AI בטסלה שאמר שהחברה מאמנת 1000 מודלים במקביל, זאת על מנת למצוא את הכיוון הנכון.

1. **הערכת המודל:**

test\_set = torchvision.datasets.MNIST('/files/',  
 train=True,  
 download=True,  
 transform=transform)  
test\_loader = torch.utils.data.DataLoader(  
 dataset=test\_set,  
 batch\_size=64,  
 shuffle=True)  
  
correct = 0  
net.eval()

with torch.no\_grad():  
 for images, labels in test\_loader:  
 images = images.to(device)  
 labels = labels.to(device)  
 preds = net(images)  
 correct += preds.argmax(dim=1).eq(labels).sum().item()  
  
print('Accuracy of on test images: {}'.format(  
 100 \* correct / len(test\_loader.dataset)))

כאשר נרצה להעריך (evaluate) את הרשת, נעבור למצב net.eval(). הסיבה לכך היא שבשלב זה לא נרצה ששכבות Dropout, BatchNorm  יופעלו, שכן זה יחרבש את התוצאה. במקרה זה לא ממשנו שכבות כאלו אך שווה להזכיר זאת כי משנים את המודל לא מעט ואחר כך קשה להבין מאיפה מגיע חוסר הדיוק.

בנוסף בשלב הטסט נרצה רק לבחון את הרשת, ולא לשפר אותה, לכן לא יהיה צורך שנעקוב אחרי הגרדיאנטים וכו'. הפקודה המתאימה היא torch.no\_grad().

**לסיכום:**

עשינו הכרות עם pytorch בעזרת בניית מודל שחוזה בדיוק גבוה ספרות בין 0-9 בתמונות ערוץ אחד, 28x28. בשלב הבא אני ממליץ לעשות התאמות קטנות לקוד, ולהריץ אותו על dataset משלכם.

כל הקוד לשימוש נוח:

import torch  
import torchvision  
import torch.nn as nn  
import torch.nn.functional as F  
import torch.optim as optim  
import torchvision.transforms as transforms  
from torch.utils.data import DataLoader  
from tqdm import tqdm  
from time import time, sleep  
  
  
transform = transforms.Compose([  
 transforms.ToTensor(),  
 transforms.Normalize((0.5,), (0.5,))  
])  
  
  
train\_set = torchvision.datasets.MNIST('/files/',  
 train=True,  
 download=True,  
 transform=transform)  
  
  
train\_loader = torch.utils.data.DataLoader(  
 dataset=train\_set,  
 batch\_size=64,  
 shuffle=True)  
  
  
images, labels = next(iter(train\_loader))  
print("the shape is ", labels.shape)  
print(labels)  
  
import matplotlib.pyplot as plt  
  
fig = plt.figure()  
for i in range(9):  
 plt.subplot(3, 3, i + 1)  
 plt.tight\_layout()  
 plt.imshow(images[i][0], cmap='gray')  
 plt.xticks([])  
 plt.yticks([])  
  
fig.show()  
  
device = torch.device('cuda:0' if torch.cuda.is\_available() else 'cpu')  
  
  
class Net(nn.Module):  
 def \_\_init\_\_(self):  
 super(Net, self).\_\_init\_\_()  
 self.conv1 = nn.Conv2d(in\_channels=1,  
 out\_channels=20,  
 kernel\_size=5,  
 stride=1)  
  
 self.conv2 = nn.Conv2d(in\_channels=20,  
 out\_channels=50,  
 kernel\_size=5,  
 stride=1)  
  
 self.fc1 = nn.Linear(in\_features=50 \* 4 \* 4,  
 out\_features=500)  
 self.fc2 = nn.Linear(in\_features=500,  
 out\_features=10)  
  
 def forward(self, t):  
 t = self.conv1(t)  
 t = F.relu(t)  
 t = F.max\_pool2d(t, kernel\_size=2, stride=2)  
  
 t = self.conv2(t)  
 t = F.relu(t)  
 t = F.max\_pool2d(t, kernel\_size=2, stride=2)  
  
 t = t.view(t.size(0), -1)  
 t = self.fc1(t)  
 t = F.relu(t)  
 t = self.fc2(t)  
 return t  
  
  
net = Net()  
  
criterion = nn.CrossEntropyLoss()  
  
optimizer = optim.SGD(params=net.parameters(), lr=0.001, momentum=0.9)  
  
  
def train(net, epoch\_num):  
 start = time()  
 for epoch in range(1, epoch\_num + 1):  
 running\_loss = 0.  
 correct = 0.  
 msg = 'training: epoch {}/{}'.format(epoch, epoch\_num + 1)  
 for images, labels in tqdm(train\_loader, desc=msg):  
 images = images.to(device)  
 labels = labels.to(device)  
 # נאפס את הגרדיאנט  
 optimizer.zero\_grad()  
  
 preds = net(images)  
  
 loss = criterion(preds, labels)  
  
 loss.backward()  
  
 optimizer.step()  
  
 running\_loss += loss.item()  
  
 correct += preds.argmax(dim=1).eq(labels).sum().item()  
  
 print('results: Epoch {}, accuracy {}, loss: {}\n'.format(  
 epoch,  
 (correct / len(train\_loader.dataset)) \* 100,  
 (running\_loss / len(train\_loader))), flush=True)  
  
 sleep(.5)  
  
 end = time()  
 print('Done Training')  
 print('%0.2f minutes' % ((end - start) / 60))  
  
  
net.train()  
train(net, 10)  
  
test\_set = torchvision.datasets.MNIST('/files/',  
 train=True,  
 download=True,  
 transform=transform)  
test\_loader = torch.utils.data.DataLoader(  
 dataset=test\_set,  
 batch\_size=64,  
 shuffle=True)  
  
correct = 0  
net.eval()  
with torch.no\_grad():  
 for images, labels in test\_loader:  
 images = images.to(device)  
 labels = labels.to(device)  
 preds = net(images)  
 correct += preds.argmax(dim=1).eq(labels).sum().item()  
  
print('Accuracy of on test images: {}'.format(  
 100 \* correct / len(test\_loader.dataset)))