{

"description": "getting-started",

"dataset": "DE-sentiment-mixed",

"dataset\_reader": "tfdataset",

"data\_folder": "/data/research/users/abasile/pseudo-home/coco-data",

"tokenization": [

"transformer" -> word, char, transformer

],

"architecture": "transformer", -> cnn\_char, bert, transformer, embed\_bilstm\_attend

"batch\_size": 50,

"pretrained\_model": "bert-base-german-cased", -> bert-base-uncased, bert-base-cased, bert-multilingual-cased, bert-base-german-cased

"finetune": true, -> true, false

"lr": 3e-5,

"max\_length": 100, -> [120, 512]

"epochs": 15, -> [2,30]

"n\_classes": 2, > [2,N]

"metrics": [

"acc"

],

"model\_dir": "/data/research/users/abasile/devops/symanto-coco/models\_output/de-sentiment-bert-native",

"labels": ["negative", "positive"], -> [your, labels]

"GPUs": "0"

}