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人工智能实验八

一、实验内容：

1.利用贝叶斯算法进行数据分类操作

2.数据集：汽车评估数据集(见附录)

二、实验步骤

1. 仔细阅读并了解实验数据集；

2. 使用Java实现朴素贝叶斯算法

3. 利用朴素贝叶斯算法在训练数据上学习分类器,训练数据的大小分别设置为：前100个数据，前200个数据，前500个数据，前700个数据，前1000个数据，前1350个数据；

4. 利用测试数据对学习的分类器进行性能评估；

三．实验内容

1.算法基本原理

对于给出的待分类项，求解在此项出现的条件下各个类别出现的概率，哪个最大，就认为此待分类项属于哪个类别。

朴素贝叶斯分类的正式定义如下：

1、设![http://latex.codecogs.com/gif.latex?x=\%7ba_1,a_2,...,a_m\%7d](data:image/gif;base64,R0lGODlhkQATAOMAAP///wAAAKqqqpiYmHZ2drq6ulRUVNzc3BAQEMzMzDIyMu7u7mZmZoiIiERERCIiIiH5BAEAAAAALAAAAACRABMAAAT+EMhJq714FiKy/2AojmBCFGSaMYbqvnBMMLEbJHWu79ISLDyQ7xAsGkPDIyapbDqZzgk0St1NBYMT1kC0BrqURmMgULzEZHO1gi6ToAXiAdFB4HaHX8UxkBhaKnx+gGsSggB/KTcTHQAFCB4sf5OUBBmJFANqiH0SBw4hmhMGnQUNM1Gifp0jDYQTBK86BQo0FQisCF1ZDyG4E7oAC50Mlk2/EsEpBAqNEgqsQQy2nl8SCZATB70feV3YEgXcqkfe19kkBKAUTCgWkpSVGT5A1wETDaDu2yX3EvmOAHSJ1SSBPwAACyw4VWAAlwEDqE1Y5AjSAH8JwOiYggDIAgW/ljrxo3DAQD1gHkECiPYATMmTnkzGrPdy5q2UITssAggAXQ9rABIwEJBAAAd3PKZsECCgZAOa3CYYjOaIQ1MDT0chDRqAKrY7X8+B7Vph6dWsCdYZ6LAg6k+NUaZ4GFnBGYgGOODaVbE3gxgJD4BErCD3CVAQdCn0xcB0wYEGdWMsvuAAR1s/DdkdrkLxQwEGARpoVBgiT4DTxsLBTEE6xLoNEgY02EqvEACCMCaT0B2CtwsWtq+dCE48xFIKEQAAOw==) 为一个待分类项，而每个a为x的一个特征属性。

2、有类别集合![http://latex.codecogs.com/gif.latex?C=\%7by_1,y_2,...,y_n\%7d](data:image/gif;base64,R0lGODlhkAATAOMAAP///wAAAO7u7nZ2dlRUVGZmZoiIiNzc3CIiIszMzLq6ukRERBAQEKqqqjIyMpiYmCH5BAEAAAAALAAAAACQABMAAAT+EMhJq734qtGy/2AojlcyKGQaFoTqvnA6FJgwEIVhAMceV4HEb0j8CQICywAhnCxRxeOhSK2KpJXFwpIIVLHWsJgClhQYScuWWh672YGpRBHoXOzROCXRWAMaLSN8foBvFYMThR9lCwyGEwdIEwIPAAxNBAMjlJaYmo8AnJcSmSFBEwGBIywEra6unxetFCiREwxQB34YtV4SuAAKBjNuvbdQHwaqAT4WckQKDjRKgV0SD0shNxLWnAAFsWLbANYiAw4dDM20TVQF0xQIdgYOkAgh8hL0wfcAD/Vu8gHYp81PgV0SBKyrwOrVq3AVjqRBlWZBrAP9PkgCYFGCnHHdYzZ2VHjiQYFnqNoBQLAuwcI8KAFIioQMI4UDBCZS5BEAmQQEcnDq5JHTY1GiaYRamNnzj0whAyqR0UNB2QAdKr9QnYANmy+PGckFkEqh64CvpJB1IcttFDm3CeCOtWD2a4I1BLK2AZVwawUDu2xWwGMBcFUhKAmrUFzVj45fFvbybQPMkk/BFBRXrvyngYAemWNohsJ5gRAFBA74lMz3VMJpxCYoKMDsmQKdAmDDixSgd6zbMIBP0k1hjQACbENt5EsBpL+uIRg/gA6CMQnp1EWwYF7iBPfvHjYQjgAAOw==)

3、计算![http://latex.codecogs.com/gif.latex?P(y_1|x),P(y_2|x),...,P(y_n|x)](data:image/gif;base64,R0lGODlh2QATAOMAAP///wAAAHZ2diIiImZmZkRERMzMzFRUVLq6utzc3JiYmO7u7oiIiBAQEDIyMqqqqiH5BAEAAAAALAAAAADZABMAAAT+EMhJ61zKart2zV4oYuLWlWCprirJVqeYvhMRv0VL0KrNA7nSYvcr9m604IhYEQwCgiihYKAwEEWl6DETOaFSqhX704a4Rto3KphWJ9e02YO2FA4URCAxcRjnHn4sd3l7fX8sgmmDeBN6fBKKWYkaATMLAQwSdWUsDF0hlhSYmgCcPIAbn4ssoheZm6BJnl2PFAYBZAWQnSsGqRa2E7i6vKgsv6wqwhLEEruLwBbJFAINFQSK17cPSg+NGlpcAghcB8bbJdbY2hUG3RPfHuIK5OboyurpEtkT+wDvvIHbQM+egnMU/jkYyMBBjH0kGrw5IGCeIz4JGjwAIJFCgBX+C6049DcqQ0cAFC1KQIBRI8c3Ej7mCxESzkgJEE1OrBhCCUsAGTeejFkhQAEGSONMSDAgD1CZHMkkMONt5b8JA5BsMJpUqQSmThNAbYAFAYM2FKoCQHBVQtaZHrgmJfO1qaOn/ugSjGd1w9uVAWBaANukES4J9exOmCNgIIW/IfQIrkC4muGPLgjwBGKhsV+tcNcG9lB5gmeAUFVa/my67YWrAzYCaLhU8TMLDmRxVLHOwwLYsmkjsKtA0ZzcG1zD7W0CuATaIo7r3jfAsYWrAU4U2Fya8yhDaysof2xdvIXsz3hCOu39FSS9u0NbqC4Cu/aKC84iUEDAmBlM75n+JwEmss1jDADoiUVXd0GwBYACMhlgDDVAHaAVgdEdmGAuFQzAS4PXQNjMhEokYCFlJ1Z4gokrpvhdgQRp2IGCpiBYhQAzgPhghCRKIIADRsFogQJd1FNPagw2Q8AD7wjwAHwMFIhLFz8GGQKRH+AoQGoo6RWEAUs2+WQFUQ7jyjAnGZBmmmf6CGQBQn5QpJZQUXOAYF+G+YCTUMY5QioMaJEkSBb42QKgWjBQxYeUVGDoCo/+qYoSSOFUgTQVSMKCADCRhZNeg5awX6FGcJrXp/E8sEACpbQnwqiOphGpF52S4ekzVSBwDl2YOqJbCUQM4SMTaxGQCaNCELsSaCxJBEsEWl8FIC0Ui+kQDLPLYNvDgM8SG8QCB+RobREuEImjCr0+qNWsQoBg7q9pqaDAurIuUq6Rg8irrXwSlMcvXP7+KzAPAXsQAQA7) 。

4、如果![http://latex.codecogs.com/gif.latex?P(y_k|x)=max\%7bP(y_1|x),P(y_2|x),...,P(y_n|x)\%7d](data:image/gif;base64,R0lGODlhYgETAOMAAP///wAAAHZ2diIiImZmZkRERMzMzFRUVLq6utzc3JiYmO7u7oiIiBAQEDIyMqqqqiH5BAEAAAAALAAAAABiARMAAAT+EMhJ61zKar12zV4ojiSJCE9ZYSrVjWBLsjLwinGtl7R+hzmJQYDYSQi/VmFGMDqfAMLBiNQtR4smtFKtXUXZrfiYVDI1Am1FMAgI3oSCgcIo7r6iR3DMtwTmFmxucHJ0dl4leiqCb2mFE3V3iXt9E4yEgBKRRnghiisBZQAFUxMIAQkTDk6dIauVsBeoG6QUp6kSr1YquiS1prO5nLyxGr8St6pPrR69EgvBFQE50AwSn5IlDJTFUNC4ftQB1gDYiNrcGtMu49fpI8wb290U67Lk5rvooODA/QYB7BTod46EgXj0jHzTkGwCQIEEzZQ4WKKhkIASBg6biJCPRQD+DzNGlNGxAkV2EQU04KJrJQUDD748KEWLgh4ieg70c7lFAQMGGBQcQLBg24FMmrY90HUTQU5wCwPxPNLSZMwJMz3gafqUwtQQKllO+ApTJk0LWxXgFLozIYCwFAhUfXn12lljNtU6ZeuVnwUHZxk4uDGVRQNABwSE+IIgVYIGKQ7XE7Ogsb0HA0AowFMAxIFSjQE8jpwpQSgNgOkMHusig2QAibWacgwZwGsJAUqkhrRaQmHXiBXXREab9OSEuzX1tt3adnARjIs7P14PKe4CP38eEj3AlujcvosswI4WK7KvEwaIkvK5vXvh3jFPUNBdggCaCnQdAJECAAL0sN3+NUEA2GW3XQL1IfPdWHYk0IlM522gHgkEZreJBAh6ZxqD/jGQBgUQ+gcgABPSU6GBFGRoyoLhQWeeiBImwcBdp1iXYoKWlALQBEOVt4aAEpS4BQHwxZZRDA0gSdB9FSDggBpN/uGBihQwCRJ4auE4SiBAkihKlDZOQGWOF9kAApETtGKlBULGUuOUWr6lI3iLcRljIA7099aIz6A3QH+CpYdXBQ5ww6cODRyS6DPBmIaLAegVqgEBUFpy6AJ+AqrLmFsSaigJcG2AKZua+ldffmn+9Sk9oXKQqXLwqLoBegJ0MkCXrEnzQgHCLbDKA0SkipKCfU3q3rFGVrAhhnT+olrEjposcUhU20FTxq0ioHfaKPBx2gm1FRyaHq6++bGrcLis+W0w2zFHD7YhaHuuDR4ioAAB/ayLS7vaIgWNnrQQdJppdjxAgAJFZXLFfwAoAJ4B/5TUAqoSbDYBAdaQ00AHviqmAMMOC9FPVLIAbIzAHRAsppYLrxQySBGLeUAZ/0KH8nftDgBOyw0/HDOGM1uQQNCiET30C0eDYjJaN6ucgpQC5MDzyxC/pK8lDhC4NAUKBKGWWnQSUFsFVxhAwAMwodAuA1vvELUlMQyBMDIoPDA0UGajDewD7ZL8VtYFtF2x11ELQCd3ZAtxdtp8V8C2Q/ZgrTUQhINdQY/+wubN+Np6ArQHpICALsRrnlcJuOANV264Q1ccBaLieqvtuMl+8xAPA1+oJwA5wpLgjFtP1G67PHh4S0wFqIcwHvF0zLHz8TY9kbyot3/xU7mv62aB8KBmsqhtdizQHbBVZ1TRO8DLwH33HIJ/Y+Im7DG9BwJ4b8f35TywQAK8S4yM/NJzm/1alJE5IEAnh/Cff/awvhFoIQxvUYPZbHCw7IGhUul7gpR28EAtfMgUBBjH87CAQaI4oYP2UYNpAsBC+PgPgrb4UkVk6MBneBBKV1jAfiyoPAzaYFs1oEHX3uYLEswtg2JYUxA187UiwqAM81MeE4nooidaIIoewCIjB6aIPh564IhcIFcxxIhEWAyhXfQgYxlHoMY1pnEHJwBYBAAAOw==) ，则![http://latex.codecogs.com/gif.latex?x%20\in%20y_k](data:image/gif;base64,R0lGODlhMQAOAOMAAP///wAAAKqqqpiYmHZ2drq6ulRUVNzc3BAQEMzMzDIyMu7u7mZmZkRERIiIiCIiIiH5BAEAAAAALAAAAAAxAA4AAASyEMhJKz2k6eas/2AIDE0inp4wEIVqHF7BoFIiNJNgfAV8IAIAwmRR0ACLgZBoIHyCgAIihDkWAIfABHFdcDyEHajw2Jg7n3BNKzFci0rQYXYEPKAOo+ThWQRgUR96RwELEg1OSEYCLFIjbAmAFgliNIVYAW8CDAMLDgkJDAI2BAJvTw0CkiErK2wADEB1FkkMG2ghDjh7CwS4s3VcEsJIfIyRwEcLdAR0AKFInMl1A60iEQA7) 。

那么现在的关键就是如何计算第3步中的各个条件概率。我们可以这么做：

1、找到一个已知分类的待分类项集合，这个集合叫做训练样本集。

2、统计得到在各类别下各个特征属性的条件概率估计。即

![http://latex.codecogs.com/gif.latex?P(a_1|y_1),P(a_2|y_1),...,P(a_m|y_1);P(a_1|y_2),P(a_2|y_2),...,P(a_m|y_2);...;P(a_1|y_n),P(a_2|y_n),...,P(a_m|y_n)](data:image/gif;base64,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)

3、如果各个特征属性是条件独立的，则根据贝叶斯定理有如下推导：

![http://latex.codecogs.com/gif.latex?P(y_i|x)=\frac%7bP(x|y_i)P(y_i)%7d%7bP(x)%7d](data:image/gif;base64,R0lGODlhtgArAOMAAP///wAAAHZ2diIiImZmZkRERMzMzFRUVLq6utzc3JiYmO7u7oiIiBAQEDIyMqqqqiH5BAEAAAAALAAAAAC2ACsAAAT+EMhJq7046827Xkq3eFNIXuBpnmzrvh4xcgW7EDAgn3fu/znBICAoEgoGCgPhqbEeK4qQaEQqmc8ocMvNFA4URCAxcZCcLPPlGx6XX+qufC4JRBcBhgR6djG0dXd5e4Aef3SIW2JkEwYBWAWMHWgnBpQSixSOkJIslomgQQ0VBHGjFVACCFAHjGgGD2gPYBinUrYSpRO4ALCytBe8ocMdDsAADA4zALwIZAkND8xJAE4pDdQHAhkBFsZKyrsU19nbGN3E6R0BBQzuSxQJA6iYwk5MCejMWA/mEwPL6rR7h0WCvDAA8u3i508CQHUQMYihduHgBQHHJFDCKMHRhID+DgNOzGBRCi2PEkACeBix5QQBwsbFBOAAEKUB0pDFCVYB5gdhOCUk0zDTJbEBGS3ExMOoIKUAMwqYY5CUF9INwqBqnFr1RQoeHQptwZPTiyQEoxSgMyDp6Yh8TEKw7EiJ7IZIFbTCBSA34CcXO05cwtBjjgAH7MpeULDCAIEHsAQ8KFiNggIBl/Ul2Ims7OHEGhhXuJx5wuYKDBRLmFJEwBGKyCg38cDH6ILBXi4wQIO5AmcPtzHsfqnlt8ZjmSQYp0FieToBsDWgaYCF+r+vABCI5QB9oQTrIVdoPydID4DaLHAL304Mx6SU7l1LYcCo8Av3heW/pA9foptGj2j+1EkfHvxlG3sToMFYbxkooBIPJizInoMY+ESBLt9V4MsEs6xBQSqrKNAKBUUZhUFSJrbwzQTJLIMLORJo4yEmz0QzDQX6pKhjKOy8A49p80yAjz7g9ZMgh/VgMNeFBzTp5JMN7ShlBiNhUNJLJ+kT0GAcXbCkDwGEKeaYZJZp5plopqnmmmye+VKJCwCV01AzUlBTLVPmKcdVRFmgVTVcUXAJU5hUMBMBTyYqo56MfhSAahbgheNbAfZ1ZHZprdWJgY12esJnBUBqmRakCaDZTk44Blk/k6EmqqfAIchXnsHpxlsU6l3gHKwcBPaBe1J29111BQG0Qq4VjMdrT0O7tPbaFbTJqg5+8QELgAD8aSSCtcsmiNx/NJ2wa0RfSXhXWA8ua8c4g5wnLYvvdopitx0k11GA1Qy4Aaf09uuDhRNgyIwFILLSSYn+JlzMMS2KE0aN0mCDo8IUu9AjQfEEiSSmSqZb8cfJBhBdxhXO+yXIKN/yEwZ38pTyyxXwmcFS/8mGMMwJ2yXdWZl2tCmyOPsL6qsSiNbRY5G1qgTRQTedEtC+OS11BsJyoOzUWF+4bdZcfyQrhYlEAAA7)

因为分母对于所有类别为常数，因为我们只要将分子最大化皆可。又因为各特征属性是条件独立的，所以有：

**整个朴素贝叶斯分类分为三个阶段：**

**第一阶段:** 准备工作阶段，这个阶段的任务是为朴素贝叶斯分类做必要的准备，主要工作是根据具体情况确定特征属性，并对每个特征属性进行适当划分，然后由人工对一部分待分类项进行分类，形成训练样本集合。这一阶段的输入是所有待分类数据，输出是特征属性和训练样本。这一阶段是整个朴素贝叶斯分类中唯一需要人工完成的阶段，其质量对整个过程将有重要影响，分类器的质量很大程度上由特征属性、特征属性划分及训练样本质量决定。

**第二阶段:** 分类器训练阶段，这个阶段的任务就是生成分类器，主要工作是计算每个类别在训练样本中的出现频率及每个特征属性划分对每个类别的条件概率估计，并将结果记录。其输入是特征属性和训练样本，输出是分类器。这一阶段是机械性阶段，根据前面讨论的公式可以由程序自动计算完成。

**第三阶段:** 应用阶段。这个阶段的任务是使用分类器对待分类项进行分类，其输入是分类器和待分类项，输出是待分类项与类别的映射关系。这一阶段也是机械性阶段，由程序完成。

2.实验框架

（1）汽车评估数据集

汽车评估数据集包含1728个数据，其中训练数据1350，测试数据 个。每个数据包含6个属性，所有的数据分为4类：

Class Values: unacc, acc, good, vgood   
Attributes:   
buying: vhigh, high, med, low.   
maint: vhigh, high, med, low.   
doors: 2, 3, 4, 5more.   
persons: 2, 4, more.   
lug\_boot: small, med, big.   
safety: low, med, high.

（2）程序框架

1.获取训练样本

2.对每个类别进行统计（Class Values: unacc, acc, good, vgood）

3.对每个属性进行统计（buying: vhigh, high, med, low. maint: vhigh, high, med, low. doors: 2, 3, 4, 5more. persons: 2, 4, more. lug\_boot: small, med, big. safety: low, med, high.）

4.计算并存储每个属性在类别中的条件概率，例如P(buing:vhigh | class value:unacc) =（buing中vhigh的数量）除以 （classValue中unacc的数量）

5.获取测试集样本，将测试数据放入训练集

6.根据每一条测试数据的前六项，每一项在训练集的每个类别中都分别有一个概率值，将每一类别中六个概率值相乘，可得四个评估概率。例如，对于测试数据（low,vhigh,4,2,small,low,unacc）

评价结果V1=p(low| unacc)\* p(vhigh | unacc) \* p(4 | unacc) \* p(2 | unacc)\* p(small | unacc)\* p(low,| unacc)

V2=p(low| acc)\* p(vhigh | acc) \* p(4 | acc) \* p(2 | acc)\* p(small | acc)\* p(low,| acc)

V3=p(low| good)\* p(vhigh | good) \* p(4 | good) \* p(2 | good)\* p(small | good)\* p(low,| good)

V4=p(low| vgood)\* p(vhigh | vgood) \* p(4 | vgood) \* p(2 | vgood)\* p(small | vgood)\* p(low,| vgood)

比较VI、V2、V3、V4中概率最大的评价，可得评价结果

7，对评估概率进行比价，可得最大概率，最大概率指向的类别即为测试结果

8.测试结果与测试数据最后一项进行比对，若相同表示测试正确，返回true，反之，若不相同，则返回false。

9.统计true的数量，除以测试样本数量，可得分类器的准确率。

（3）实验结果
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种训练集下得到的样本测试准确率为68.78%左右。朴素贝叶斯的测试性能与训练集有关，训练集好则准确率高。

四．实验代码

package rgzn;

import java.io.BufferedReader;

import java.io.File;

import java.io.FileNotFoundException;

import java.io.FileReader;

import java.io.InputStreamReader;

import java.math.BigDecimal;

import java.net.URL;

import java.util.ArrayList; import java.util.Scanner;

import java.util.Vector;

//汽车属性

class Car {

public String buying;// vhigh,high,med,low

public String maint;// vhigh,high,med,low

public String doors;// 2,3,4,5more

public String persons;// 2,4,more

public String lug\_boot;// small ,med,big

public String safety;// low,med,high

public String ClassValues;// unacc,acc, good,vgood

public String[] predictResult = new String[5];// 记录预测结果

}

public class NavieBayes {

Vector<Car> vector;

int testTotal = 0;// 训练样本数量

int predictTotal = 0;// 测试样本的数据

int predictSucess = 0;// 预测成功的数量

String[] ClassValueName = { "unacc", "acc", "good", "vgood" };

// 存储数量

int[] ClassValueTotal = new int[4];// unacc-0 acc-1 good-2 vgood-3

int[][] buying\_Vlaue = new int[4][4]; // 前面是自己的属性，后面是value的属性

int[][] maint\_Value = new int[4][4];

int[][] doors\_Value = new int[4][4];

int[][] persons\_Value = new int[3][4];

int[][] lugboot\_Value = new int[3][4];

int[][] safety\_Value = new int[3][4];

// 存储概率

float[] ClassValueTotal\_gl = new float[4];// unacc-0 acc-1 good-2 vgood-3

float[][] buying\_Vlaue\_gl = new float[4][4]; // 前面是自己的属性，后面是value的属性

float[][] maint\_Value\_gl = new float[4][4];

float[][] doors\_Value\_gl = new float[4][4];

float[][] persons\_Value\_gl = new float[3][4];

float[][] lugboot\_Value\_gl = new float[3][4];

float[][] safety\_Value\_gl = new float[3][4];

public NavieBayes() {

vector = new Vector<Car>();//存储数据

}

/\*\*

\* 主函数

\*/

public static void main(String[] args) throws Exception {

NavieBayes pSbys = new NavieBayes();

pSbys.getData();// 获取训练样本

pSbys.dataTest();//传入测试样本数据，检测其分类器的性能

pSbys.showGL();// 展示结果

}

/\*\*

\* 统计数量，为计算概率做准备

\*/

private void dataTongJi(Car car) {

for(int i=0;i<4;i++){

if(car.ClassValues.equals(ClassValueName[i])){

ClassValueTotal[i]++;

//buying:vhigh,high,med,low

if(car.buying.equals("vhigh")) buying\_Vlaue[0][i]++;

else if(car.buying.equals("high"))buying\_Vlaue[1][i]++;

else if(car.buying.equals("med")) buying\_Vlaue[2][i]++;

else buying\_Vlaue[3][i]++;

//maint\_Value:vhigh,high,med,low

if(car.maint.equals("vhigh")) maint\_Value[0][i]++;

else if(car.maint.equals("high")) maint\_Value[1][i]++;

else if(car.maint.equals("med")) maint\_Value[2][i]++;

else maint\_Value[3][i]++;

//doors\_Value:2,3,4,5more

if(car.doors.equals("2")) doors\_Value[0][i]++;

else if(car.doors.equals("3")) doors\_Value[1][i]++;

else if(car.doors.equals("4")) doors\_Value[2][i]++;

else doors\_Value[3][i]++;

//persons\_Value:2,4,more

if(car.persons.equals("2")) persons\_Value[0][i]++;

else if(car.persons.equals("4")) persons\_Value[1][i]++;

else persons\_Value[2][i]++;

//lugboot\_Value:small ,med,big

if(car.lug\_boot.equals("small")) lugboot\_Value[0][i]++;

else if(car.lug\_boot.equals("med")) lugboot\_Value[1][i]++;

else lugboot\_Value[2][i]++;

//safety\_Value:low,med,high

if(car.safety.equals("low")) safety\_Value[0][i]++;

else if(car.safety.equals("med")) safety\_Value[1][i]++;

else safety\_Value[2][i]++;

}

}

}

/\*\*

\* 学习过程获取训练样本,统计个数，计算概率

\*

\* @param url

\*/

private void getData() throws Exception {

InputStreamReader in = new InputStreamReader(getClass()

.getResourceAsStream("learn.txt"));

Scanner scanner = new Scanner(in);

while (scanner.hasNext()) {

testTotal++;

String[] temp = scanner.nextLine().split(",");

Car car = new Car();

car.buying = temp[0];

car.maint = temp[1];

car.doors = temp[2];

car.persons = temp[3];

car.lug\_boot = temp[4];

car.safety = temp[5];

car.ClassValues = temp[6];

dataTongJi(car);// 统计数据的个数

}

gailvTongJi();// 统计概率

}

/\*\*

\* 概率统计

\*/

private void gailvTongJi() {

for (int i = 0; i < ClassValueTotal.length; i++) {

ClassValueTotal\_gl[i] = (float) ClassValueTotal[i] / testTotal;

}

for (int i = 0; i < buying\_Vlaue\_gl.length; i++) {

for (int j = 0; j < buying\_Vlaue\_gl[0].length; j++) {

buying\_Vlaue\_gl[i][j] = (float) buying\_Vlaue[i][j]

/ ClassValueTotal[j];

maint\_Value\_gl[i][j] = (float) maint\_Value[i][j]

/ ClassValueTotal[j];

doors\_Value\_gl[i][j] = (float) doors\_Value[i][j]

/ ClassValueTotal[j];

}

}

for (int i = 0; i < persons\_Value\_gl.length; i++) {

for (int k = 0; k < persons\_Value\_gl[0].length; k++) {

persons\_Value\_gl[i][k] = (float) persons\_Value[i][k]

/ ClassValueTotal[k];

lugboot\_Value\_gl[i][k] = (float) lugboot\_Value[i][k]

/ ClassValueTotal[k];

safety\_Value\_gl[i][k] = (float) safety\_Value[i][k]

/ ClassValueTotal[k];

}

}

}

//结果显示

//for (int j = 0; j < c.predictResult.length; j++) {

//System.out.print(c.predictResult[j] + "\t\t");

//}

private void showGL() {

for (int i = 0; i < predictTotal; i++) {

Car c = vector.get(i);

System.out.print(c.predictResult[c.predictResult.length-1] + "\t\t");

System.out.println();

}

// 分类器的准确率

float t = (float) predictSucess / predictTotal;

t = (t \* 1000) / 10;

System.out.println("\n分类器的准确率为：" + t + "%");

}

/\*\*

\* 给定测试样本，测试其分类器性能如何

\* 读取数据

\* @throws FileNotFoundException

\*/

private void dataTest() throws FileNotFoundException {

InputStreamReader in = new InputStreamReader(getClass()

.getResourceAsStream("test.txt"));

Scanner scanner = new Scanner(in);

while (scanner.hasNext()) {

predictTotal++;

String[] temp = scanner.nextLine().split(",");

Car car = new Car();

car.buying = temp[0];

car.maint = temp[1];

car.doors = temp[2];

car.persons = temp[3];

car.lug\_boot = temp[4];

car.safety = temp[5];

car.ClassValues = temp[6];

vector.add(car);

xingnengTest(car);// 性能测试

}

}

/\*\*

\* 对分类器进行性能测试，判断其成功率为多少

\*

\* @param car

\*/

private void xingnengTest(Car car) {

// unacc,acc,good,vgood, P(yi)--ClassValueTotal\_gl 、 P(x|yi)=

// low,vhigh,4,2,small,low,unacc 第一条

float itemGl;// 每一条的概率

int b, m, d, p, l, s;

b = m = d = p = l = s = -1;

float MaxGl = 0;// 临时概率

if (car.buying.equals("vhigh")) {

b = 0;

} else if (car.buying.equals("high")) {

b = 1;

} else if (car.buying.equals("med")) {

b = 2;

} else {

b = 3;

}

if (car.maint.equals("vhigh")) {

m = 0;

} else if (car.maint.equals("high")) {

m = 1;

} else if (car.maint.equals("med")) {

m = 2;

} else {

m = 3;

}

if (car.doors.equals("2")) {

d = 0;

} else if (car.doors.equals("3")) {

d = 1;

} else if (car.doors.equals("4")) {

d = 2;

} else {

d = 3;

}

if (car.persons.equals("2")) {

p = 0;

} else if (car.persons.equals("4")) {

p = 1;

} else {

p = 2;

}

if (car.lug\_boot.equals("small")) {

l = 0;

} else if (car.lug\_boot.equals("med")) {

l = 1;

} else {

l = 2;

}

if (car.safety.equals("low")) {

s = 0;

} else if (car.safety.equals("med")) {

s = 1;

} else {

s = 2;

}

int t = 0;// 记录最大概率的下标

int i;

// 如：

// unacc

// low(0.038),vhigh(0.329),4(0.2323),2(0.4545),small(0.3737),low(0.4545),unacc()

for (i = 0; i < ClassValueTotal\_gl.length; i++) {// 计算在unacc,acc,good,vgood下的概率

itemGl = 0;

BigDecimal[] bigDecimal = {

new BigDecimal(Float.toString(ClassValueTotal\_gl[i])),

new BigDecimal(Float.toString(buying\_Vlaue\_gl[b][i])),

new BigDecimal(Float.toString(maint\_Value\_gl[m][i])),

new BigDecimal(Float.toString(doors\_Value\_gl[d][i])),

new BigDecimal(Float.toString(persons\_Value\_gl[p][i])),

new BigDecimal(Float.toString(lugboot\_Value\_gl[l][i])),

new BigDecimal(Float.toString(safety\_Value\_gl[s][i])), };

for (int j = 1; j < bigDecimal.length; j++) {//除:a.divide(b,2);//2为精度取值

bigDecimal[0] = bigDecimal[0].multiply(bigDecimal[j]);//multiply乘

}

itemGl = bigDecimal[0].floatValue();

car.predictResult[i] = itemGl + " ";

if (MaxGl < itemGl) {

MaxGl = itemGl;

t = i;

}

}

// 判断结果是否正确

if (car.ClassValues.equals(ClassValueName[t])) {// 预测结果和开始给定的结果相等

car.predictResult[i] = "true";

predictSucess++;

} else {

car.predictResult[i] = "false";

}

}

}