1、渐进记号  
1.1 O

1.2 Θ

1.3 Ω

1.4ω

1.5 o

2、分治策略

2.1T(n)=aT(n/b)+f(n) 分成a个子问题，子问题的规模是原问题的1/b，合并分解子问题花费时间为f(n)

2.2 递归细节：在推导渐进界时可以忽略

若规模不是偶数，却要分为相同的两个子问题。

边界条件：当规模足够小时，该子问题花费的时间会影响递归式的精确解但不会超过一个常数因子，因此可以忽略。

3、最大子数组：数组中存在连续若干元素之和最大，那么这连续若干个元素构成的数组就称为**一个最大字数组**，因为和最大可能有多个解

4、堆，n个元素的堆的高度为,+1、+2…n为叶节点

堆中节点的高度：该节点到叶节点最长简单路径上边的数目。一个节点构成的堆，高度就为0

原址排序：算法在数组A中重排这些数，在任何时候，最多只有其中的常数个数字存储在数组外面。

稳定排序：具有相同值的元素在输出数组中的相对次序与它们在输入数组中的相对次序相同。

排序算法：

是否原址 是否稳定

插入排序 是 是

归并排序 不是？ 是

堆排序 否 不是

快速排序 是 不是

计数排序 否 是

基数排序 依赖于位的稳定排序算法 是（每一位必须稳定）

桶排序 否 依赖于桶中的排序方法

6、合并两个元素个位n个的有序表的下界2n-1（元素都不相同时）

7、桶排序如何找到对应的桶的编号

若是[a,b)的均匀分布，那么值i对应的编号为

要找到**某个量是均匀分布**

8、合并k个有序链表的复杂度O(nlgk)（用最大堆或者最小堆）

k个元素的堆排复杂度为klgk，有n个元素，因此nklgk=O(nlgk)

9 0-1排序引理：如果一个遗忘比较算法能够对所有只含0和1的输入序列排序，那么它也可以对包含任意值的输入序列排序

反证：遗忘比较算法未能对A[1…n]排序，A[p]是算法X未能将其放到正确位置的最小元素，而A[q]是被算法X放在A[p]原本应该在的位置上的元素。

值 A[q] A[p]

位置 q p

* 1. A[p]只能错排在比他原本应在的位置之后的位置，如果错排在之前，那么最小的错排元素就不是A[p]
  2. 并且A[q]也是错排的元素，而且A[q]>=A[p]

10、循环不变式：在每次循环开头，保持不变的式子

**Chapter 6 堆排序**

1、HEAPIFY(A,i): O(lgn)

2、BUILD-MAX-HEAP(A): O(nlgn).这个上届正确但是不紧确，实际上是O(n)

2.1 在线性时间内可以把一个无序数组构造成一个最大堆

3、优先队列可以用二叉堆来实现

**Chapter 11 散列**

**解决冲突的方法：链接法、开放寻址法**

1、全域散列函数：对于任意一对不同的关键字，k,l∈U,满足h(k)=h(l)的散列函数h∈H的个数至多为|H|/m。换句话说：从H中随机选择一个散列函数，当关键字l≠k时，两者发生冲突的概率不大于1/m。（m是散列表槽的数量）

2、开放寻址法：**核心：探查序列的均匀化**

2.1均匀散列：每个关键字的探查顺序等可能地为<0,1,…,m-1>的m！种排列的任意一种

在一次探查中，在n个元素被散列至m个槽位中的条件下，下一次探查的槽位被占用的概率是n/m

线性探查：h(k,i)= (h’(k)+i)mod m

二次探查：h(k,i)=(h’(k)+c1i+c2i2)mod m

双重探查：h(k,i)=(h1(k)+ih2(k))mod m （**需要保证h2(k)与m互质才能保证h(k,i)能遍历散列表**，**一般取m为素数，h2(k)只要比m小即可**；**或者m为2的幂次，h2(k)产生奇数**）

3、完全散列：

3.1引出：要保证一次散列无冲突：令m=n2，适当选择哈希函数即可保证无冲突，即一个槽内至多有一个元素（即不存在解决冲突的链表），但是这种方式当n很大时，会造成空间的严重浪费

3.2二次散列：解决3.1的冲突问题，且所占空间为O(n)

第一次散列将n个元素散列到含有m个槽的散列表中，其中m=n

第二次散列，利用mj=nj2的散列解决冲突

# Chapter 14

**Chapter 15 动态规划（dynamic programming）**

programming指的是表格

步骤：

**1. 刻画一个最优解的结构特征**

**2. 递归地定义最优解的值**

**3. 计算最优解的值，通常采用自底向上的方法**

**4. 利用计算出的信息构造一个最优解**

**特征：**

**1、最优子结构：动态编程只能应用于有最优子结构的问题。最优子结构的意思是局部最优解能决定全局最优解(对有些问题这个要求并不能完全满足，故有时需要引入一定的近似)。简单地说，问题能够分解成子问题来解决。**

**1.1 最优子结构性质：如果一个问题的最优解包含其子问题的最优解，我们就称该问题具有最优子结构性质（即满足最优化原理）。最优子结构性质为动态规划算法解决问题提供了重要线索。**

**2、问题重叠性质**

**方法：自底向上求出该问题的子问题的解，该问题的解可以由两个子问题的解求得，分解成两个子问题的方法有若干种（一般为O(n)）**

动态规划用于解决最优解问题：这些问题可以有很多解，每个解都有一个值，希望寻找具有最优值得解。我们称这样的解为问题的**一个最优解**，而不是最优解，因为可能有多个解都达到最优

1、钢条切割问题

1.1 **最优子结构性质**：**问题的最优解由相关子问题的最优解组合而成（或者说问题可以分解为多个子问题，而构成问题最优解所对应的子问题的解也是各自子问题的最优解），且这些子问题可以独立求解**

1.2 只包含一个相关子问题的解：将钢条从左边切割下长度为i的一段，只对右边剩下的长度为n-i的一段继续进行切割（递归求解）

1.3 动态规划方法：仔细安排求解顺序，对每个子问题之求解一次，并将结果保存下来，**付出额外的内存空间来节省计算时间，是典型的时空权衡**

1.4 动态规划有两种方法：带备忘的自顶向下法；自底向上法

2、矩阵链乘法（确定代价最低的计算顺序）

1.1 **如何得出完全括号化的递推公式：完全括号化的矩阵（n个相乘）可以描述为两个完全括号化的矩阵的乘积，这两个完全括号化矩阵必须是挨着的，因此，这个分界点共有n-1个**

3、 子集和问题能否用动态规划来求解? **与钢条的切割不同，钢条从左边切割，右边部分必然存在一个值，而子集和则不是，如果包含左边部分，那么右边（剩余部分，可能不可分）**

**不能：不满足最优子结构性质？不能随意分割和，因为子和可能无法用子集表示**

**4、在何种情况下使用动态规划**

**无论如何问题都有一个解，只是需要求出其最优解**

**4.1 最优子结构**

4.1.1挖掘最优子结构性质的通用模式

**①证明问题最优解的第一个组成部分是做出一个选择，做出这次选择会产生一个或多个待解的子问题（如钢条切割）**

**②对于一个给定的问题，在其可能的第一步选择中，你假定已经知道那种选择才会得到最优解**

**③给定可获得最优解选择后，你确定这次选择会产生那些子问题，以及如何最好地刻画子问题空间（保持子空间尽可能简单，只在必要时才扩展它）**

**④利用“剪切—粘贴”技术证明：作为构成原问题最优解的组成部分，每个子问题的解就是它本身的最优解。利用反证法证明：假定子问题的解不是其自身的最优解，那么我们就可以从原问题的解中“剪切”掉这些非最优解，将最优解“粘贴”进去，从而得到一个更优的解，这与最初的解释原问题的最优解的前提假设矛盾**

4.1.2不同问题最优子结构的不同之处：

**①原问题的最优解涉及多少个子问题（钢条切割：1； 矩阵链乘法：2）(思考这两种区别)**

**对于钢条切割，如果分成两个子问题，那么当前问题的最优分割方案有可能是当前问题本身，想要求解当前问题，就要知道当前问题的最优解，这显然有问题**

**②在确定最优解使用那些子问题时，我们需要考察多少种选择**

4.1.3 可以用**子问题总数**和**每个子问题需要考察多少种选择**这两个因素的乘积来粗略分析运行时间

4.1.4 原问题的最优解的代价通常就是**子问题最优解的代价**加上**由此次选择直接产生的代价**

**4.2 子问题重叠**

4.2.1 子问题空间必须足够“小”

4.2.2 与之相对，分治法求解的问题通常在递归每一步都产生全新的子问题

**4.3 重构最优解**

4.3.1 一般来说，将每个子问题所做的选择都存在一个表中，这样就不必根据代价值来重构这些信息（对于矩阵链乘法，若没有存储s[i,j]则要根据m[i,j]遍历j-1种可能分法，从而找出最优分法）

4.3.2 对于自顶向下的备忘算法，**首先要将表项设为特殊值**

4.3.3 **自底向上算法与自带备忘的自顶向下算法复杂度相同，但是由于自底向上算法没有递归，因此常数系数要小于自带备忘的自顶向下算法**

**5、最长公共子序列（LCS:longest-commom-subsequence problem）**

5.1 子序列的定义：一个给定序列的子序列，就是将给定序列中零个或多个元素去掉后得到的结果

5.2 定义X的第i前缀为Xi=<x1, x2, ...,xi>

5.3 若X=<x1, x2, ...,xm>;Y=<y1, y2, ...,yn>;Z=<z1, z2, ...,zk>为X和Y的任意LCS

1、如果xm= yn，那么zk= xm = yn，且Zk-1是Xm-1和Yn-1的一个LCS。

2、如果xm≠yn，那么zk≠xm，意味着Z是Xm-1和Y的一个LCS。

3、如果xm≠yn，那么zk≠yn，意味着Z是和X和Yn-1的一个LCS。

5.4 LCS递归式的建立：

![](data:image/x-wmf;base64,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)

5.4.1递归式思考

钢条切割：常数加子问题；**不可以分成两个问题，为什么？**

归并排序：两个等分的子问题（非动态规划问题，因为不需要一个最优的分法，直接取中点）；矩阵链乘法：两个子问题；

LCS：长度少一的子问题；

5.5 LCS不同于钢条切割和矩阵链乘法的一个点：如何对当前问题作出选择，尝试减少X Y的长度，分解成子问题（所得到的子问题的类型需要分类讨论）

5.6 b[i,j]= ↖ 意味着c[i,j]>c[i-1,j]或c[i,j]>c[i,j-1] （好像有问题P225 i=5,j=5时，没有↖而是↑） （考虑111与1111的公共序列）？？？好像有问题。**如何只用c[i,j] c[i-1,j] c[i,j-1] c[i-1,j-1]构造最优解？**

5.7 **最长单调子序列：**

5.7.1**排序后转化为LCS问题，太赞了**

5.7.2 **for (int i = 0; i < A.size(); i++) //c[i]存储的是A[1...i]序列中的最长子序列，循环前初始化为1**

**for (int j = 0; j < i; j++)**

**if (A[i] > A[j] && c[j] + 1>c[i])**

**++c[i];**

5.7.3 **设计子问题：求所有c[i]**

**c[i]:以A[i]为末尾元素的子序列的最长单调子序列（该单调子序列一定包含A[i]）**

**b[i]: 以A[i]为末尾元素的子序列的最长单调子序列中第二大元素的索引**

**进一步，由于c[i]的存储是无序的，通过d[c[i]]将其进行排序，就能用二分法查找**

5.7.4 **总结：对于如何做出选择以分解为子问题，最长单调序列相比于前几个显得较为特殊，子问题与原问题的形式不同，原问题是最长子单调序列，而子问题是，以该序列末尾元素结尾的最长单调子序列**

5.8 **最优二叉搜索树**

5.8.1 该问题与矩阵链乘法中分割成子问题所作出的选择相似，即在序列中挑一个点作为根节点，左右两边即变为了子问题

**Chapter 16贪心算法**

1、概念：

1.1 在每一步都做出当时看起来最佳的选择，即总是做出局部最优的选择

2、活动选择问题

2.1 **贪心选择：每次选择结束最早的活动**

2.2 **该最早结束的活动必然可以替换掉当前子问题中最大兼容集合Aij的第一项活动，因此最早结束的活动必然存在于某一个或多个最优解中**

2.3 **贪心算法通常是这种自顶向下的设计**：做出一个选择，然后求解剩下那个子问题，而不是自底向上求解出很多子问题，然后在作出选择

3、贪心算法步骤

A、**将最优化问题转化为这样的形式：对其作出一次选择后，只剩下一个子问题需要求解（钢条切割其实是分为两个部分，其中一个是子问题，一个是被切割长度的价值，并不能直接看出最优解）**

B、**证明作出贪心选择后，原问题总是存在最优解，即贪心选择总是安全的**

C、**证明作出贪心选择后，剩余子问题满足性质：其最优解与贪心选择组合即可得到原问题的最优解，这样就得到了最优子结构**

4、贪心选择性质：

4.1 **贪心选择性质：可以通过作出局部最优选择来构造全局最优解。换句话说，在选择时，我们直接作出在当前问题中看来最优的选择，而不必考虑子问题的解**

4.2 贪心算法与动态规划的不同之处：**在动态规划中每个步骤都要进行一次选择，但选择通常依赖于子问题的解；在贪心算法进行选择时可能依赖之前的选择，但是不依赖于任何将来的选择或子问题的解。因此贪心算法在进行第一次选择之前不求解任何子问题**

5、**最优子结构：**如果一个问题的最优解包含其子问题的最优解，则称此问题具有最优子结构性质

5.1 此性质是能否应用于动态规划和贪心方法的关键要素。

6、**0-1背包问题与分数背包问题p243：可以用贪心策略求解分数背包问题，但不能求解0-1背包问题**

0-1背包问题的DP解法：**O(nW) n为商品数量 W为背包总载重量**

第i个物品的价值为p[i],重量为w[i](暂且重量为整数)

子问题为:前i个商品放入容量为v的背包（1...i的若干件）可以获得的最大价值 dp[i][v]

**状态转移方程dp[i][v]=max{dp[i-1][v],dp[i-1][v-w[i]]+p[i]}**

**若dp[i][v]=dp[i-1][v]代表不取第i件商品，前i-1件商品放入容量为v的背包的最大价值**

**若dp[i][v]=dp[i-1][v-w[i]]+p[i]代表取第i件商品，前i-1件商品放入容量为v-w[i]的背包的最大价值**

**Chapter 17**

1、聚合分析

1.1 一个n个操作的序列最坏情况下话费的总时间为T(n)，在最坏情况下，每个操作的平均代价，或摊还代价为T(n)/n。

2、核算法

2.1 核算法进行摊还分析时，对不同操作赋予不同费用。

2.2 将赋予一个操作的费用称为它摊还代价

3、势能法

3.1 每个操作的摊还代价等于其实际代价加上次操作引起的势能变化

4、表的扩张和收缩

4.1 当满表时进行扩张，当装载因子小于1/4时，进行收缩

**Chapter18 高级数据结构**

**B树：为磁盘存储二专门设计的一类平衡搜索树**

1. 介绍

**1.1关键字是唯一整数而且来自集合{0,1,2,…,u-1},这里u恰是2的幂次。**

**1.2 B树类似于红黑树，但是在降低磁盘I/O操作数方面要更好一些**

**1.3 B树于红黑树的不同之处在于B树的节点可以有很多孩子，数个到数千个**

**1.4 含有n个节点的B树的高度为O(lgn)，然而，B树的严格高度可能比一颗红黑树小得多**

2. B树的定义

一棵B树T是具有以下性质的有根树（根为T.root）

**A、每个节点含有以下属性**

a. x.n，当前存储在节点x中的关键字的个数

b. x.n个关键字本身，x.key1,x.key2,…,x.keyx.n，以非降序排列x.key1≤ x.key2≤ …≤ x.keyx.n

c. x.leaf，一个布尔值，如果x是叶节点，则为TRUE，若x是内部节点，则为FALSE

**B、每个内部节点x还包含x.n+1个指向其他孩子的指针x.c1,x.c2,…,x.cx.n+1。叶节点没有孩子，所以它们的ci属性没有定义**

**C、关键字x.keyi对存储在各子树中的关键字范围加以分割，如果ki为任意一个存储在以x.ci为根的子树中的关键字，那么**

k1≤x.key1≤k2≤x.key2≤…≤x.keyx.n≤kx.n+1

**D、每个叶节点具有相同的深度，即树的高度为h**

**E、每个节点所包含的关键字的个数有上届和下届。用一个被称为B树的最小度数的固定整数t≥2来表示这些界**

a. 除了根节点以外的每个节点必须至少有t-1个关键字。因此，除了根节点意外的每个内部节点至少有t个孩子。如果树非空，根节点至少有一个关键字

b. 每个节点之多可包含2t-1个关键字。因此，一个内部节点至多可有2t个孩子。当一个节点恰好有2t-1个关键字时，称该节点是满的。

t=2时的B树是最简单的，每个内部节点有2个、3个或4个孩子，即一颗2-3-4树。

**Chapter 32**

1、KMP算法

1.1 模式P[1...m]，即字符串，长为m

1.2 辅助函数π[1...m]：π[q]存储的是对于子模式P[1...q]而言，其后缀等于前缀的最大长度

例如 abcab 对于’c’，也就是π[3]而言，后缀’ab’与前缀’ab’相同，且最长，因此π[3]=2