1、确定batch\_size

24：63-73-78

32：67-76-80

48：62-73-77-82

64：63-73-78

2、 过拟合了，train：92，test：76，添加BN层和Dropout。

10epoch还是过拟合，train稳定在89，test80，继续训练应该还会涨

添加L2正则化，10epoch还是过拟合，train稳定在86，test79继续训练应该还会涨

3、使用VGG11

VGG11：67-77-81-87-90

5epoch后，train91，test82，还是过拟合

使用VGG16

58.8 - 68.8 - 79.6 - 83.1 - 84.8

57.4 - 67.1 - 76.5 - 78.9 - 79.6

还会涨，但是也感觉有点过拟合了

4、想用迁移学习VGG，心疼显卡一秒钟，结果无