|  |  |  |
| --- | --- | --- |
| 1. Object Detection | 4.4 | N. Carion et al., [DETR: End-to-End Object Detection with Transformers](https://ai.facebook.com/blog/end-to-end-object-detection-with-transformers/), 2020  A. Bochkovskiy [Yolo V4 Optimal speed and accuracy for object detection](https://arxiv.org/abs/2004.10934v1) |
| 2. NLP | 2.5 | Elmo+LSTM+Transformers |
| 3. Segmentation | 23.5 | [TransUnet: Transformers make strong encoders for medical image segmentation](https://arxiv.org/pdf/2102.04306.pdf) |
| 4. GANS | 23.5 | [3D-StyleGAN: A Style-Based Generative Adversarial Network for Generative Modeling of Three-Dimensional Medical Images](https://arxiv.org/pdf/2107.09700.pdf)  [Stylegan2: Analyzing and Improving the Image Quality of StyleGAN](https://arxiv.org/abs/1912.04958) |
| 5. Graph NN | 23.5 | Agu, AnaXNet: Anatomy Aware Multi-label Finding Classification in Chest X-ray, 2021  Wu, Z., et al.: A comprehensive survey on graph neural networks. IEEE transactions on neural networks and learning systems (2020) |
| 6. Super Resolution | 23.5 | [Scan-Specific Generative Neural Network for MRI Super-Resolution Reconstruction](https://scholar.google.co.il/citations?view_op=view_citation&hl=en&user=bfDMeTgAAAAJ&sortby=pubdate&citation_for_view=bfDMeTgAAAAJ:Ioyf5y7uRMMC)  Y Sui, O Afacan, C Jaimes, A Gholipour, SK Warfield  IEEE Transactions on Medical Imaging  S. Park et al. [Fast Adaptation to Super-Resolution Networks via Meta-Learning](https://arxiv.org/abs/2001.02905), 2020 |
| 7. Reconstruction | 30.5 | X. Dong et al. [Sinogram interpolation for sparse-view micro-CT with deep learning neural network](https://arxiv.org/abs/1902.03362), Medical Physics  Limited‑angle computed tomography with deep image and physics priors  [Comparison of projection domain, image domain, and comprehensive deep learning for sparse-view X-ray CT image reconstruction](https://arxiv.org/abs/1804.04289)  [TrueFidelity White Paper JB68676XX-DOC2287426](https://arxiv.org/abs/1804.04289) |
| 8. Biological Application | 30.5 | <https://fabianfuchsml.github.io/alphafold2/>  <https://www.nature.com/articles/s41586-019-1923-7.epdf>  Senior, A. W. et al. Improved protein structure prediction using potentials from deep learning. Nature 577, 706–710 (2020). |
| 9. Self supervised | 30.5 | C Sun, A Nagrani, Y Tian, C Schmid, [**Composable Augmentation Encoding for Video Representation Learning**](http://scholar.google.com/scholar_url?url=https://arxiv.org/pdf/2104.00616&hl=en&sa=X&d=6044116308125824898&ei=P0xsYNTQCs2aywSEzJnIBw&scisig=AAGBfm1K-nHXBu5ENiaxPnJJCv_588J4uQ&nossl=1&oi=scholaralrt&hist=0IFRFXoAAAAJ:2166906659335731778:AAGBfm1eMYyCVA6UW95wZXKgZjZFHt3pDg&html=&folt=art)  [Zihang Lai](https://zlai0.github.io/), [Sifei Liu](https://www.sifeiliu.net/), Alexei A. Efros, [Xiaolong Wang](https://xiaolonw.github.io/) in  V[**ideo Autoencoder: self-supervised disentanglement of static 3D structure and motion**](https://zlai0.github.io/VideoAutoencoder/), ICCV 2021 |
| 10. Reinforcment Learning | 30.5 | [S. Kevin Zhou](https://arxiv.org/search/eess?searchtype=author&query=Zhou%2C+S+K), [Hoang Ngan Le](https://arxiv.org/search/eess?searchtype=author&query=Le%2C+H+N), [Khoa Luu](https://arxiv.org/search/eess?searchtype=author&query=Luu%2C+K), [Hien V. Nguyen](https://arxiv.org/search/eess?searchtype=author&query=Nguyen%2C+H+V), [Nicholas Ayache](https://arxiv.org/search/eess?searchtype=author&query=Ayache%2C+N), [Deep reinforcement learning in medical imaging: A literature review](https://arxiv.org/abs/2103.05115) |
| 11. Clinical Data – Covid Structural | 6.6 | [Dagan et. al, BNT162b2 mRNA Covid-19 Vaccine in a Nationwide Mass Vaccination Setting, NEJM, 2021](https://www.nejm.org/doi/pdf/10.1056/NEJMoa2101765?articleTools=true)  [Rossman et al.,COVID-19 dynamics after a national immunization program in Israel Hagai Rossman,2021](https://genie.weizmann.ac.il/pubs/rossman2021_3.pdf) |
| 12. Deep Denoising | 6.6 | Noise2Noise: Learning Image Restoration without Clean Data <https://arxiv.org/abs/1803.04189>  Extending Stein’s unbiased risk estimator to train deep denoisers with correlated pairs of noisy images <https://arxiv.org/abs/1902.02452> |
| 13. Few/Zero shot learning | 6.6 | [Dynamic distillation network for cross-domain few-shot recognition with unlabeled data](https://proceedings.neurips.cc/paper/2021/hash/1d6408264d31d453d556c60fe7d0459e-Abstract.html)  Ashraful Islam, Chun-Fu Richard Chen, Rameswar Panda, Leonid Karlinsky, Rogerio Feris, Richard Radke  [Utkarsh Ojha](https://utkarshojha.github.io/), [Yijun Li](https://yijunmaverick.github.io/), [Jingwan Lu](https://research.adobe.com/person/jingwan-lu/), Alexei A. Efros, [Yong Jae Lee](https://web.cs.ucdavis.edu/~yjlee/), [Eli Shechtman](https://research.adobe.com/person/eli-shechtman/), [Richard Zhang](http://richzhang.github.io/), [**Few-shot Image Generation via Cross-domain Correspondence**](https://utkarshojha.github.io/few-shot-gan-adaptation/), in CVPR 2021 |
| 14. Meshes | 6.6 | Rana Hanocka, Amir Hertz, Noa Fish, Raja Giryes, Shachar Fleishman, Daniel Cohen-Or, MeshCNN: A Network with an Edge, <https://arxiv.org/pdf/1809.05910.pdf> |
| 15. Compression | 6.6 | Guo Lu, XiaoyunZhang, WanliOuyang, Li Chen, ZhiyongGao, and Dong Xu.“AnEnd-to-End Learning Framework for Video Compression.” IEEE Transactions on Pattern Analysis and Machine Intelligence (T-PAMI), 2020.  ZhiahoHu, Guo Lu, Dong Xu. “FVC: A New Framework towards Deep Video Compression in Feature Space ." InProceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition(CVPR), 2021. |