# 第五章 结论与展望

## 5.1 结论

深度学习技术的出现大大提升了MRI重建速度与效果。目前，深度学习算法所重建的4倍欠采样的MRI图像已经能够被放射科医生认可[[52](#_ENREF_52" \o "Muckley, 2021 #91)]，但对于更高加速比的重建仍存在混叠伪影，高倍欠采样图像重建的研究依然极具挑战。为了实现更高的加速比和更好的重构质量，可以借助先验知识，除了网络结构本身的深度先验[DIP的参考文献]，还可以从大规模训练数据中获取先验。但由不同扫描仪获取的数据训练得到的模型，在实际应用中很难在特定的目标扫描仪上取得良好的泛化性能。因此，本文针对特定扫描仪的有限数据进行建模，在有限的数据规模下考虑如何充分结合MRI数据本身的特点利用数据先验信息，包括多尺度数据、多模态数据以及*k*空间数据，对欠采样MRI数据进行辅助重建。为了充分利用这些先验信息，本文主要做了两方面的研究工作：（1）提出了一种新的网络训练方法：基于细分的多尺度序贯训练方法；(2) 提出了一种新的网络结构：一种基于同层稠密连接的深度级联网络。

本文所提出的基于细分的多尺度序贯训练方法，主要用于解决如何充分利用自身模态的多尺度信息进行 MRI重建这一问题。首先，该方法对训练过程中所使用的欠采样数据的加速比进行了精细的划分（例如将8倍欠采样的*k*空间数据划分为100份），这种细分的加速比会产生大量的多尺度欠采样数据，本文采用一种渐进的训练方式：先使用低倍欠采样数据训练网络，再逐步使用较高倍欠采样数据训练网络，直至能够较好地完成目标加速比下欠采样数据的重建。这种由易而难的训练方式，既解决了多尺度数据规模过大的问题，又能够更加充分地利用相邻尺度间的相关性。其次，为了能够有效使用细分的多尺度MRI数据进行训练，本文提出了一种迭代补偿方案：由于即便只是学习少量缺失数据的重建，网络的优化仍需要进行很多次迭代，若每一个加速比下的训练都达到最优重建后再进行下一步，整个训练过程将冗长且复杂。为了解决这个问题，本文使用迭代补偿的训练方法，即：针对每个加速比（除了目标加速比）的训练数据，只进行少量迭代（例如，对目标加速比细分得到100个加速比，每个加速比下仅训练2个周期），而针对目标加速比的训练数据，进行充分的迭代和优化。这种训练方式中，尽管针对每个非目标加速比的训练是不充分的，但针对后续加速比的训练会对前次加速比训练所得到的网络模型进行迭代补偿，从而使得网络最终能够得到充分的训练。最后，由于*k*空间中重要的低频数据集中分布在中心区域，本文在构建多尺度欠采样数据时，进一步使用了一种逐渐减小的*k*空间数据的分割方式，使得大量的训练周期能够集中于学习低频数据，从而获得更好的重建性能。

本文第二部分的研究工作提出了一种基于同层稠密连接的深度级联网络。首先，比较了两种网络结构：深度级联网络和以UNet为代表的编解码网络，指出了深度级联网络更有利于进行MRI辅助重建。很多已有的研究工作都是基于UNet的，UNet的“编码-解码”结构能够提取高维特征并减少输入图像中的噪声，但由于编解码结构在网络前向传播过程中会不断改变数据的维度，无法在网络层中直接使用参考模态图像以及已采样的*k*空间数据，因此很难充分发挥参考模态的辅助作用和保证数据的一致性，而深度级联网络则能够解决了这些问题。其次，提出了同层稠密连接，强化深度级联网络的各子网间的信息流动。深度级联网络的主要不足在于：各子网间的重建结构阻碍了子网间的信息流动，针对这一问题，本文在各子网间引入了同层稠密连接，与主流的稠密连接网络不同，本文所提出的稠密连接仅用于各子网的同一层级的网络层间的稠密连接。由于深度级联网络中各子网的结构完全相同，各子网间很容易学习到类似的冗余特征，同层稠密连接通过强化各子网间的信息流动，减少了高层子网重复学习低层子网已经学习到的特征，迫使高层子网学习更有利于重建的信息。最后，为了有效地利用参考模态的频域数据进行辅助重建，本文在每个子网的末端加入了*k*空间集成学习模块，通过集成学习可以充分融合了多个子网的重建结果，从而构成了一种隐式的多监督训练，消除了单个子网重建结果的片面性。与UNet、DenseUNet、RefineGAN和D5C5等现有方法相比，所提出的模型取得了最优的重建性能，尤其是对高加速比的欠采样图像的重建效果更佳，对细节部位的恢复更清晰。

## 5.2 展望

本文第三章所提出的自模态补偿序贯训练方法也可与多模态辅助重建方法相结合，使得MRI的数据特性能够被更充分的运用，这需要进一步设计合理的网络结构与训练方式。

目前的MRI辅助重建工作的研究工作主要集中在网络结构与数据运用两方面，对损失函数的相关研究较少。目前的损失函数依然以L2损失为主[[38](#_ENREF_38" \o "Lyu, 2020 #50),[39](#_ENREF_39" \o "Xiang, 2018 #66),[49](#_ENREF_49" \o "Zhou, 2020 #58),[60](#_ENREF_60" \o "Xiang, 2019 #1949)]，还有一些基于GAN的交叉熵损失[[33](#_ENREF_33" \o "Dar, 2020 #70),[38](#_ENREF_38" \o "Lyu, 2020 #50)]【文献33和38可没有用交叉熵，band removing中才用到了，RefineGAN是用了GAN损失的】，以及Lyu等人[[38](#_ENREF_38" \o "Lyu, 2020 #50)]所采用的感知损失与纹理匹配损失。然而，以上损失并非针对MRI辅助问题设计的，以MRI辅助问题为目标设计更加有效的损失函数也是一个非常有意义的研究方向。

文中实验所使用的数据集均为MSSEG-2016，MSSEG-2016只提供了MRI图像的模值数据，而没有提供原始的*k*空间数据。由模值数据构建的*k*空间数据【参考文献，Xiang等】，与实际采集的*k*空间数据有较大的差异。为了验证所提出方法的通用性，应进一步使用真实的*k*空间数据，如fastMRI，进行进一步实验，并进一步探讨数据预处理的合理性等问题。本文实验采用的*k*空间采样方法均为一维的笛卡尔采样，接下来可尝试径向采样、螺旋采样等非笛卡尔采样方法，并讨论采样方法与网络性能的相关性，设计更为合理的采样方法。

最近，结合传统算法和深度学习的模型[[18](#_ENREF_18" \o "Sriram, 2020 #49)]取得了不错的成果[[97](#_ENREF_97" \o "Pal, 2021 #99)]，传统算法对模型设计也有一定指导意义，未来可以进一步了解该方面的研究工作，并与深度学习方法相结合，提出更适合MRI重建的网络模型。
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