# Redis简介

Redis是Remote Dictionary Server的缩写，是一种高性能的Key-value存储系统，类似于Memcached，不过Redis支持存储的value类型更多，包括String，List，Hash，Set和Sorted Set，以及对这些数据结构的操作支持。和Memcached一样，为了保证效率，Redis的数据都缓存在内存中，但是Redis会周期性地把更新的数据写入磁盘或者把修改操作写入追加的记录文件，并且在此基础上实现了master-slave同步。

# 安装

$ wget http://download.redis.io/releases/redis-3.0.0.tar.gz

$ tar xzf redis-3.0.0.tar.gz

$ cp -r redis-3.0.0 /usr/local/redis

$ cd /usr/local/redis

$ make

# 编译好的文件将被复制到/usr/local/bin下

#redis-server：Redis 服务器的 daemon启动程序

#redis-cli：Redis 命令行操作工具

#redis-benchmark：Redis 性能测试工具，测试 Redis 在你的系统及你的配置下的读写性能

$redis-benchmark -n 100000 –c 50 #模拟同时由50个客户端发送100000 个SETs/GETs 查询

#redis-check-aof：更新日志检查

#redis-check-dump：本地数据库检查

## 配置

修改配置文件，并将其复制到etc 目录下

$cp redis.conf /etc/redis.conf

配置文件基本说明

daemonize： #是否以后台守护进程方式运行

pidfile： #pid 文件位置

port： #监听的端口号

timeout： #请求超时时间

loglevel： #log 信息级别，总共支持四个级别：debug、verbose、notice、warning，默认为verbose

logfile： #默认为标准输出（stdout），如果配置为守护进程方式运行，而这里又配置为日志记录方式为标准输出，则日志将会发送给/dev/null

databases： #开启数据库的数量。使用“SELECT 库ID”方式切换操作各个数据库

save \* \*： #保存快照的频率，第一个\*表示多长时间，第二个\*表示执行多少次写操

作。在一定时间内执行一定数量的写操作时，自动保存快照。可设置多个条件。

rdbcompression：#保存快照是否使用压缩

dbfilename： #数据快照文件名（只是文件名，不包括目录）。默认值为dump.rdb

dir： #数据快照的保存目录（这个是目录）

requirepass： #设置Redis 连接密码，如果配置了连接密码，客户端在连接Redis 时需要通过AUTH <password>命令提供密码，默认关闭。

## 启动redis

$redis-server /etc/redis.conf

## 关闭redis

$ redis-cli shutdown

#关闭指定端口的redis-server

$redis-cli -p 6379 shutdown

## Redis主从复制

只需要修改slave的配置redis.conf

修改如下内容：

Port 6380

slaveof 192.168.220.125 6379 # slaveof master的ip master的端口

主从测试：

在master set

127.0.0.1:6379> set testslave haha

OK

在slave get

127.0.0.1:6380> get testslave

"haha"

# 简单测试

$redis-server /etc/redis.conf

$ redis-cli [-p 6379]

127.0.0.1:6379> set foo bar

OK

127.0.0.1:6379> get foo

"bar"

# Redis数据类型

## String类型及操作

1. Set

设置key对应的值为string类型的value

例如，添加一个name=test的键值对，可以这样做：

127.0.0.1:6379> set name test

OK

1. Setnx

设置key对应的值为string类型的value。如果key已经存在，则返回0，nx是not exist的意思。

例如，添加一个name=test\_new的键值对，可以这样做：

127.0.0.1:6379> get name

“test”

127.0.0.1:6379> setnx name test\_new

(integer) 0

127.0.0.1:6379> get name

“test”

1. Setex

设置key对应的值为string类型的value，并指定此键值对应的有效期。

例如，添加一个sex=male的键值对，并指定其有效期是10秒，可以这样做：

127.0.0.1:6379> setex sex 10 male

127.0.0.1:6379> get sex

“male”

127.0.0.1:6379> get sex

(nil)

最后一次调用的时间已超过10秒范围，因此无法取得sex键对应的值。

1. Setrange

设置指定key的value值的子字符串。

例如，将Test的126邮箱替换为gmail邮箱，可以这样做：

127.0.0.1:6379> get name

“Test@126.com”

127.0.0.1:6379> setrange name 8 gmail.com

“Test@gmail.com”

其中8是指从下标为8（包含8）的字符开始替换。

1. mset

一次设置多个key的值，成功后返回OK，表示所有的值都设置完毕；失败则返回0，表示没有任何值被设置。

127.0.0.1:6379> mset key1 Test1 key2 Test2

OK

127.0.0.1:6379> get key1

“Test1”

127.0.0.1:6379> get key2

“Test2”

1. msetnx

一次设置多个key的值，成功后返回OK，表示所有的值都设置完毕；失败则返回0，表示没有任何值被设置，**但是不会覆盖已经存在的key**。

127.0.0.1:6379> get key1

“Test1”

127.0.0.1:6379> get key2

“Test2”

127.0.0.1:6379> msetnx key2 Test2\_new key3 Test3

(integer) 0

127.0.0.1:6379> get key2

“Test2”

127.0.0.1:6379> get key3

(nil)

可以看出，如果这条命令返回0，那么内部的操作都会回滚，都不会被执行。

1. Get

获取key对应的string值，如果key不存在则返回nil。

例如，获取一个库中存在的键name：

127.0.0.1:6379> get name

“Test”

获取一个库中不存在的键name1，那么会返回一个nil以表示无此键值对。

127.0.0.1:6379> get name1

(nil)

1. getset

设置key的值，并返回key的旧值。

127.0.0.1:6379> get name

“Test”

127.0.0.1:6379> getset name Test\_new

“Test”

127.0.0.1:6379> get name

“Test\_new”

如果key不存在会出现什么状况呢？

127.0.0.1:6379> getset name1 haha

(nil)

1. getrange

获取指定key的value值的子字符串。

127.0.0.1:6379> get name

“Test@126.com”

127.0.0.1:6379> getrange name 0 6

“Test@12”

字符串左面下标是从0开始的。

127.0.0.1:6379> getrange name -7 -1

“126.com”

字符串右面下标是从-1开始的。

127.0.0.1:6379> getrange name 7 100

“6.com”

当下标超出字符串长度时，将默认为是同方向的最大下标。

1. mget

一次获取多个key的值，如果对应的key不存在，则对应返回nil。

127.0.0.1:6379> mget key1 key2 key3

1) “Test1”

2) “Test2”

3) (nil)

1. incr

对key的值进行加加操作，并返回新的值。注意：incr不是int的value会返回错误信息，incr一个不存在的key，则将该key设置为1。

127.0.0.1:6379> set age 20

OK

127.0.0.1:6379> incr age

(integer) 21

127.0.0.1:6379> get age

“21”

1. incrby

同incr类似，与指定值相加，key不存在的时候会设置key，并认为原来的value为0。

127.0.0.1:6379> get age

“21”

127.0.0.1:6379> incrby age 5

(integer) 26

127.0.0.1:6379> get age

“26”

1. decr

对key的值进行减操作，decr一个不存在的key，则设置该key为-1。

127.0.0.1:6379> get age

“26”

127.0.0.1:6379> decr age

(integer) 25

127.0.0.1:6379> get age

“25”

1. decrby

同decr类似，与指定值相减。

127.0.0.1:6379> get age

“25”

127.0.0.1:6379> decrby age 5

“20”

Decrby完全是为了增加代码的可读性，完全可以通过incrby一个负值来实现同样的效果；

127.0.0.1:6379> get age

“20”

127.0.0.1:6379> incrby age -5

(integer) 15

1. append

给指定key的字符串值追加value，返回新字符串值的长度，例如，向name的值追加一个@126.com的字符串，那么可以这样做：

127.0.0.1:6379> append name @126.com

(integer) 15

127.0.0.1:6379> get name

“Test@126.com”

1. strlen

取指定key的value值的长度。

127.0.0.1:6379> get name

“Test@126.com”

127.0.0.1:6379> strlen name

(integer) 12

127.0.0.1:6379> get age

“15”

127.0.0.1:6379> strlen age

(integer) 2

## hash

Redis的hash是一个string类型的field和value的映射表。

1. hset

设置hash field为指定值，如果key不存在，则先创建。

127.0.0.1:6379> hset myhash field1 Hello

(integer) 1

1. hsetnx

设置hash field为指定值，如果key不存在，则先创建。如果field已经存在，则返回0值。nx是not exist的意思。

127.0.0.1:6379> hsetnx myhash field Hello

(integer) 1

127.0.0.1:6379> hsetnx myhash field Hello

(integer) 0

1. hmset

同时设置hash的多个field。

127.0.0.1:6379> hmset myhash field1 Hello field2 World

OK

1. hget

获取指定的hash field。

127.0.0.1:6379> hget myhash field1

“Hello”

127.0.0.1:6379> hget myhash field2

“World”

1. hmget

获取全部指定的hash field。

127.0.0.1:6379> hget myhash field1 field2 field3

1. “Hello”
2. “World”
3. (nil)
4. hincrby

为指定的hash field加上给定值。

127.0.0.1:6379> hset myhash field3 20

(integer) 1

127.0.0.1:6379> hget myhash field3

“20”

127.0.0.1:6379> hincrby myhash field3 -8

(integer) 12

127.0.0.1:6379> hget myhash field3

“12”

1. hexists

测试指定field是否存在。

127.0.0.1:6379> hexists myhash field1

(integer) 1

127.0.0.1:6379> hexists myhash field9

(integer) 0

1. hlen

返回指定hash的field数量。

127.0.0.1:6379> hlen myhash

(integer) 4

可以看到，myhash库中有4个field。

1. hdel

返回指定hash的field数量。

127.0.0.1:6379> hlen myhash

(integer) 4

127.0.0.1:6379> hdel myhash field1

(integer) 1

127.0.0.1:6379> hlen myhash

(integer) 3

1. hkeys

返回hash的所有key。

127.0.0.1:6379> hkeys myhash

1. “key1”
2. “key2”
3. “key3”
4. hvals

返回hash的所有value。

127.0.0.1:6379> hvals myhash

1. “World”
2. “Hello”
3. “12”
4. hgetall

获取某个hash中全部的field及value。

127.0.0.1:6379> hgetall myhash

1. “key1”
2. “World”
3. “key2”
4. “Hello”
5. “key3”
6. “12”

## List

1. lpush

在与key对应的list的头部添加字符串元素。

127.0.0.1:6379> lpush mylist world

(integer) 1

127.0.0.1:6379> lpush mylist hello

(integer) 2

127.0.0.1:6379> lrange mylist 0 -1

1) “hello”

2) “world”

此处先插入一个world，然后在world的头部插入一个hello。其中lrange指令用于获取mylist的内容。

1. rpush

在与key对应的list的尾部添加字符串元素。

127.0.0.1:6379> rpush mylist2 hello

(integer) 1

127.0.0.1:6379> rpush mylist2 world

(integer) 2

127.0.0.1:6379> lrange mylist2 0 -1

1) “hello”

2) “world”

1. linsert

在与key对应的list的特定位置（之前或之后）添加字符串元素。

127.0.0.1:6379> rpush mylist3 hello

(integer) 1

127.0.0.1:6379> rpush mylist3 world

(integer) 2

127.0.0.1:6379> linsert mylist3 before world there

(integer) 3

127.0.0.1:6379> lrange mylist3 0 -1

1) “hello”

2) “there”

3) “world”

先插入一个hello，然后在hello的尾部插入一个world，然后又在world的前面插入了there。

1. lset

设置list中指定下标的元素值（从0开始）

127.0.0.1:6379> rpush mylist4 one

(integer) 1

127.0.0.1:6379> rpush mylist4 two

(integer) 2

127.0.0.1:6379> rpush mylist4 three

(integer) 3

127.0.0.1:6379> lset mylist4 0 four

OK

127.0.0.1:6379> lset mylist4 -2 five

OK

127.0.0.1:6379> lrange mylist4 0 -1

1) “four”

2) “five”

3) “three”

此处依次插入了one，two，three，然后将下标为0的值设置为four，再将下标为-2的值设置为five。

1. lrem

从与key对应的list中删除count个和value相同的元素，使用count查询。

127.0.0.1:6379> rpush mylist5 hello

(integer) 1

127.0.0.1:6379> rpush mylist5 hello

(integer) 2

127.0.0.1:6379> rpush mylist5 foo

(integer) 3

127.0.0.1:6379> rpush mylist5 hello

(integer) 4

127.0.0.1:6379> lrem mylist5 2 hello

(integer) 2

127.0.0.1:6379> lrange mylist5 0 -1

1) “foo”

2) “hello”

count < 0 时，按从尾到头的顺序删除，具体代码如下：

127.0.0.1:6379> rpush mylist6 hello

(integer) 1

127.0.0.1:6379> rpush mylist6 hello

(integer) 2

127.0.0.1:6379> rpush mylist6 foo

(integer) 3

127.0.0.1:6379> rpush mylist6 hello

(integer) 4

127.0.0.1:6379> lrem mylist6 -2 hello

(integer) 2

127.0.0.1:6379> lrange mylist6 0 -1

1) “hello”

2) “foo”

count = 0 时，删除全部，具体代码如下：

127.0.0.1:6379> rpush mylist7 hello

(integer) 1

127.0.0.1:6379> rpush mylist7 hello

(integer) 2

127.0.0.1:6379> rpush mylist7 foo

(integer) 3

127.0.0.1:6379> rpush mylist7 hello

(integer) 4

127.0.0.1:6379> lrem mylist7 0 hello

(integer) 2

127.0.0.1:6379> lrange mylist7 0 -1

1) “foo”

1. ltrim

保留指定key值范围内的数据：

127.0.0.1:6379> rpush mylist8 one

(integer) 1

127.0.0.1:6379> rpush mylist8 two

(integer) 2

127.0.0.1:6379> rpush mylist8 three

(integer) 3

127.0.0.1:6379> rpush mylist8 four

(integer) 4

127.0.0.1:6379> ltrim mylist8 1 -1

(integer) 2

127.0.0.1:6379> lrange mylist8 0 -1

1) “two”

2) “three”

3) “four”

1. lpop

从list的头部删除元素，并返回删除元素的内容：

127.0.0.1:6379> lrange mylist 0 -1

1) “hello”

2) “world”

127.0.0.1:6379> lpop mylist

“hello”

127.0.0.1:6379> lrange mylist 0 -1

1) “world”

1. rpop

从list的尾部删除元素，并返回删除元素的内容：

127.0.0.1:6379> lrange mylist2 0 -1

1) “hello”

2) “world”

127.0.0.1:6379> rpop mylist2

“world”

127.0.0.1:6379> lrange mylist2 0 -1

1) “hello”

1. rpoplpush

从第一个list的尾部移除元素并将其添加到第二个list的头部，最后返回被移除的元素值，整个操作是原子性的。如果第一个list为空或者不存在，则返回nil。

127.0.0.1:6379> lrange mylist5 0 -1

1) “three”

2) “foo”

2) “hello”

127.0.0.1:6379> lrange mylist6 0 -1

1) “hello”

2) “foo”

127.0.0.1:6379> rpoplpush mylist5 mylist6

“hello”

127.0.0.1:6379> lrange mylist5 0 -1

1) “three”

2) “foo”

127.0.0.1:6379> lrange mylist6 0 -1

1) “hello”

2) “hello”

3) “foo”

1. lindex

返回名称为key的list中index位置的元素。

127.0.0.1:6379> lrange mylist5 0 -1

1) “three”

2) “foo”

127.0.0.1:6379> lindex mylist5 0

1) “three”

127.0.0.1:6379> lindex mylist5 1

1) “foo”

1. llen

返回与key对应的list的长度。

127.0.0.1:6379> llen mylist5

(integer) 2

## Set

Redis的set是string类型的无序集合，set元素最多可以包含232个元素。关于set集合类型除了基本的添加，删除操作，其他操作还包括对集合取并集（union）、交集（intersection）、差集（difference）。

1. sadd

向名称为key的set中添加元素。

127.0.0.1:6379> sadd myset hello

(integer) 1

127.0.0.1:6379> sadd myset world

(integer) 1

127.0.0.1:6379> sadd myset world

(integer) 0

127.0.0.1:6379> smembers myset

1) “world”

2) “hello”

此处向myset中添加了3个元素，但由于第3个元素跟第2个元素相同，所以第3个元素没有添加成功。最后用smembers来查看myset中的所有元素。

1. srem

删除名称为key的set中的元素member。

127.0.0.1:6379> sadd myset2 one

(integer) 1

127.0.0.1:6379> sadd myset2 two

(integer) 1

127.0.0.1:6379> sadd myset2 three

(integer) 1

127.0.0.1:6379> srem myset2 one

(integer) 1

127.0.0.1:6379> srem myset2 four

(integer) 0

127.0.0.1:6379> smembers myset2

1) “three”

2) “two”

此处向myset2中添加了3个元素后，再调用srem来删除one和four，但由于元素中没有four，所以srem命令执行失败。

1. spop

随机返回并删除名称为key的set中的一个元素。

127.0.0.1:6379> smembers myset2

1) “two”

2) “three”

3) “one”

127.0.0.1:6379> spop myset2

"three"

127.0.0.1:6379> smembers myset2

1) “two”

2) “one”

1. sdiff

返回所有给定key与第一个key的差集。  
127.0.0.1:6379> smembers myset2

1) “two”

2) “one”

127.0.0.1:6379> smembers myset3

1) “two”

2) “three”

127.0.0.1:6379> sdiff myset2 myset3

1) "one"

可以看出，myset2和myset3中不同的元素只是“one”所以只有one出现在查询结果中。

也可以将myset2和myset3交换顺序后再查看结果。

127.0.0.1:6379> sdiff myset3 myset2

1) "three"

1. sdiffstore

返回所有给定key与第一个key的差集，并将结果保存为另一个key。

127.0.0.1:6379> smembers myset2

1) “two”

2) “one”

127.0.0.1:6379> smembers myset3

1) “two”

2) “three”

127.0.0.1:6379> sdiffstore myset4 myset2 myset3

(integer) 1

127.0.0.1:6379> smembers myset4

1) “one”

1. sinter

返回所有给定key的交集。

127.0.0.1:6379> smembers myset2

1) “two”

2) “one”

127.0.0.1:6379> smembers myset3

1) “two”

2) “three”

127.0.0.1:6379> sinter myset2 myset3

1) “two”

1. sinterstore

返回所有给定key的交集，并将结果存为另一个key。

127.0.0.1:6379> smembers myset2

1) “two”

2) “one”

127.0.0.1:6379> smembers myset3

1) “two”

2) “three”

127.0.0.1:6379> sinterstore myset5 myset2 myset3

(integer) 1

127.0.0.1:6379> smembers myset5

1) “two”

1. sunion

返回所有给定key的并集。

127.0.0.1:6379> smembers myset2

1) “two”

2) “one”

127.0.0.1:6379> smembers myset3

1) “two”

2) “three”

127.0.0.1:6379> sunion myset2 myset3

1) “two”

2) “three”

3) “one”

1. sunionstore

返回所有给定key的并集，并将结果保存为另一个key。

127.0.0.1:6379> smembers myset2

1) “two”

2) “one”

127.0.0.1:6379> smembers myset3

1) “two”

2) “three”

127.0.0.1:6379> sunionstore myset6 myset2 myset3

(integer) 3

127.0.0.1:6379> smembers myset6

1) “two”

2) “three”

3) “one”

1. smove

从第一个key对应的set中移除member并将其添加到第二个对应的set中。

127.0.0.1:6379> smembers myset2

1) “two”

2) “one”

127.0.0.1:6379> smembers myset3

1) “two”

2) “three”

127.0.0.1:6379> smove myset2 myset7 one

(integer) 1

127.0.0.1:6379> smembers myset7

1) “one”

127.0.0.1:6379> smembers myset2

1) “two”

可以看出myset2的成员one被移到myset7中了。

1. scard

返回名称为key的set的元素个数。

127.0.0.1:6379> scard myset2

(integer) 1

1. sismember

测试member是否为名称为key的set中的元素。

127.0.0.1:6379> smembers myset2

1) “two”

127.0.0.1:6379> sismember myset2 two

(integer) 1

127.0.0.1:6379> sismember myset2 one

(integer) 0

1. srandmember

随机返回名称为key的set中的一个元素，但不删除该元素。

127.0.0.1:6379> smembers myset3

1) “two”

2) “one”

127.0.0.1:6379> srandmember myset3

“two”

127.0.0.1:6379> srandmember myset3

“one”

## Sorted sets

和set一样，sorted set也是string类型元素的集合，不同的是每个元素都会关联一个double类型的score。

1. zadd

向名称为key的zset中添加元素(member)，并使用score指令进行排序。如果该元素已经存在，则更新该元素的顺序。

127.0.0.1:6379> zadd myzset 1 one

(integer) 1

127.0.0.1:6379> zadd myzset 2 two

(integer) 1

127.0.0.1:6379> zadd myzset 3 two

(integer) 0

127.0.0.1:6379> zrange myzset 0 -1 withscores

1) “one”

2) “1”

3) “two”

2) “3”

此处向myzset中添加了one和two成员，并且two被设置了2次，那么将以最后一次的设置为准，最后将所有元素按顺序显示出来。

1. zrem

删除名称为key的zset中的元素（member）。

127.0.0.1:6379> zadd myzset 0 -1 withscores

1) “one”

2) “1”

3) “two”

2) “3”

127.0.0.1:6379> zrem myzset two

(integer) 1

127.0.0.1:6379> zrange myzset 0 -1 withscores

1) “one”

2) “1”

1. zincrby

如果在名称为key的zset中已经存在元素（member），则该元素的score增加（increment）；

否则向集合中添加该元素，其score的值为increment。

127.0.0.1:6379> zadd myzset2 1 one

(integer) 1

127.0.0.1:6379> zadd myzset2 2 two

(integer) 1

127.0.0.1:6379> zincrby myzset2 2 one

“3”

127.0.0.1:6379> zrange myzset2 0 -1 withscores

1) “two”

2) “2”

3) “one”

4) “1”

这里将元素one的score从1增加了2，即增加到了3。

1. zrank

返回名称为key的zset中member的排名（按score从小到大排序），排名以 0 为底，也就是说， score 值最小的成员排名为 0 。

127.0.0.1:6379> zrange myzset3 0 -1 withscores

1) “one”

2) “1”

3) “two”

4) “2”

5) “three”

6) “3”

7) “five”

8) “5”

127.0.0.1:6379> zrank myzset3 two

(integer) 1

1. zrevrank

返回名称为key的zset中member的排名（按score从大到小排序）。

127.0.0.1:6379> zrange myzset3 0 -1 withscores

1) “one”

2) “1”

3) “two”

4) “2”

5) “three”

6) “3”

7) “five”

8) “5”

127.0.0.1:6379> zrevrank myzset3 two

(integer) 2

1. zrevrange

在名称为key的zset中，检索从开始到结束的所有元素，按score从大到小进行排序，再取出全部元素。

127.0.0.1:6379> zrevrange myzset3 0 -1 withscores

1) “five”

2) “5”

3) “three”

4) “3”

5) “two”

6) “2”

7) “one”

8) “1”

1. zrangebyscore

返回集合中score在给定区间的元素。

127.0.0.1:6379> zrange myzset3 0 -1 withscores

1) “one”

2) “1”

3) “two”

4) “2”

5) “three”

6) “3”

7) “five”

8) “5”

127.0.0.1:6379> zrangebyscore myzset3 2 3 withscores

1) “two”

2) “2”

3) “three”

4) “3”

1. zcount

返回集合中score在给定区间的数量。

127.0.0.1:6379> zrange myzset3 0 -1 withscores

1) “one”

2) “1”

3) “two”

4) “2”

5) “three”

6) “3”

7) “five”

8) “5”

127.0.0.1:6379> zcount myzset3 2 3

(integer) 2

1. zcard

返回集合中元素的个数。

127.0.0.1:6379> zrange myzset3 0 -1 withscores

1) “one”

2) “1”

3) “two”

4) “2”

5) “three”

6) “3”

7) “five”

8) “5”

127.0.0.1:6379> zcard myzset3

(integer) 4

1. zscore

返回给定元素对应的score。

127.0.0.1:6379> zrange myzset3 0 -1 withscores

1) “one”

2) “1”

3) “two”

4) “2”

5) “three”

6) “3”

7) “five”

8) “5”

127.0.0.1:6379> zscore myzset3 two

“2”

1. zremrangebyrank

删除集合中排名在给定区间的元素。

127.0.0.1:6379> zrange myzset3 0 -1 withscores

1) “one”

2) “1”

3) “two”

4) “2”

5) “three”

6) “3”

7) “five”

8) “5”

127.0.0.1:6379> zremrangebyrank myzset3 3 3

(integer) 1

127.0.0.1:6379> zrange myzset3 0 -1 withscores

1) “one”

2) “1”

3) “two”

4) “2”

5) “three”

6) “3”

1. zremrangebyscore

删除集合中排名在给定区间的元素。

127.0.0.1:6379> zrange myzset3 0 -1 withscores

1) “one”

2) “1”

3) “two”

4) “2”

5) “three”

6) “3”

127.0.0.1:6379> zremrangebyscore myzset3 1 2

(integer) 1

127.0.0.1:6379> zrange myzset3 0 -1 withscores

1) “three”

2) “3”

# 持久化

通常Redis将数据存储在内存中或虚拟内存中，它是通过以下两种方式实现对数据的持久化。在实际运营中，注意备份持久化文件以防止数据丢失。

## 快照方式：（默认持久化方式）

这种方式就是将内存中数据以快照的方式写入到二进制文件中，默认的文件名为dump.rdb。

客户端也可以使用save 或者bgsave 命令通知redis 做一次快照持久化。save 操作是在主线程中保存快照的，由于redis 是用一个主线程来处理所有客户端的请求，这种方式会阻塞所有客户端请求。所以不推荐使用。另一点需要注意的是，每次快照持久化都是将内存数据完整写入到磁盘一次，并不是增量的只同步增量数据。如果数据量大的话，写操作会比较多，必然会引起大量的磁盘IO 操作，可能会严重影响性能。

注意：由于快照方式是在一定间隔时间做一次的，所以如果redis 意外当机的话，就会丢失最后一次快照后的所有数据修改。

* 数据快照配置：

save 900 1

save 300 10

save 60 10000

以上在redis.conf中的配置指出在多长时间内,有多少次更新操作,就将数据同步到数据文件,这个可以多个条件配合。上面的含义是900秒后有一个key发生改变就执行save,300秒后有10个key发生改变执行save,60秒有10000个key发生改变执行save。

## 日志追加方式

这种方式redis 会将每一个收到的写命令都通过write 函数追加到文件中(默认appendonly.aof)。当redis 重启时会通过重新执行文件中保存的写命令来在内存中重建整个数据库的内容。当然由于操作系统会在内核中缓存write做的修改，所以可能不是立即写到磁盘上。这样的持久化还是有可能会丢失部分修改。不过我们可以通过配置文件告诉redis 我们想要通过fsync 函数强制操作系统写入到磁盘的时机。有三种方式如下（默认是：每秒fsync 一次）

appendonly yes //启用日志追加持久化方式

#appendfsync always //每次收到写命令就立即强制写入磁盘，最慢的，但是保证完全的持久化，不推荐使用

appendfsync everysec //每秒钟强制写入磁盘一次，在性能和持久化方面做了很好的折中，推荐

#appendfsync no //完全依赖操作系统，性能最好,持久化没保证

日志追加方式同时带来了另一个问题。持久化文件会变的越来越大。例如我们调用incr test 命令100次，文件中必须保存全部100 条命令，其实有99 条都是多余的。因为要恢复

数据库状态其实文件中保存一条set test 100 就够了。为了压缩这种持久化方式的日志文件。

redis 提供了**bgrewriteaof**命令。收到此命令 redis 将使用与快照类似的方式将内存中的数据以命令的方式保存到临时文件中，最后替换原来的持久化日志文件。

# 集群

Redis 集群是一个可以在多个 Redis 节点之间进行数据共享的设施，Redis 集群使用数据分片（sharding）而非一致性哈希（consistency hashing）来实现： 一个 Redis 集群包含 16384 个哈希槽（hash slot）， 数据库中的每个键都属于这 16384 个哈希槽的其中一个，集群提供了以下两个好处：

* 将数据自动切分（split）到多个节点的能力。
* 当集群中的一部分节点失效或者无法进行通讯时， 仍然可以继续处理命令请求的能力。

下面就来着手创建一个Redis集群。

## 集群配置

以下是一个包含了最少选项的集群配置文件示例：

port 7000

cluster-enabled yes

cluster-config-file nodes.conf

cluster-node-timeout 5000

appendonly yes

文件中的cluster-enabled选项用于打开实例的集群模式，而cluster-conf-file选项则设定了保存节点配置文件的路径，默认值为nodes.conf。节点配置文件无须人为修改，它由 Redis集群在启动时创建，并在有需要时自动进行更新。

## 创建集群实例

首先进入一个新目录，并创建六个以端口号为名字的子目录，稍后我们在将每个目录中运行一个Redis实例：

mkdir cluster-test

cd cluster-test

mkdir 7000 7001 7002 7003 7004 7005

* 在文件夹7000至7005中，各创建一个redis.conf文件，文件的内容可以使用上面的示例配置文件，但记得将配置中的端口号改为与文件夹名字相同的号码。
* 复制redis-server 文件到cluster-test 文件夹， 然后使用类似以下命令， 在每个标签页中打开一个实例：

cd 7000

../redis-server ./redis.conf

至此，6个集群实例已全部启动，如下图所示：

![](data:image/png;base64,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)

## 配置实例通讯

现在我们已经有了6个Redis 实例，并以Redis Cluster的方式运行着，但并没有自动构建集群，彼此都还是独立的节点，验证如下：

./redis-cli -p 7000 cluster info

cluster\_state:fail

cluster\_slots\_assigned:0

cluster\_slots\_ok:0

cluster\_slots\_pfail:0

cluster\_slots\_fail:0

cluster\_known\_nodes:1

cluster\_size:0

cluster\_current\_epoch:0

cluster\_my\_epoch:0

cluster\_stats\_messages\_sent:0

cluster\_stats\_messages\_received:0

接下来我们来创建集群，让6个实例互相通讯：

./redis-trib.rb create --replicas 1 127.0.0.1:7000 127.0.0.1:7001 127.0.0.1:7002 127.0.0.1:7003 127.0.0.1:7004 127.0.0.1:7005

/usr/local/rvm/rubies/ruby-2.0.0-p451/lib/ruby/site\_ruby/2.0.0/rubygems/core\_ext/kernel\_require.rb:55:in `require': cannot load such file -- redis (LoadError)

from /usr/local/rvm/rubies/ruby-2.0.0-p451/lib/ruby/site\_ruby/2.0.0/rubygems/core\_ext/kernel\_require.rb:55:in `require'

from ../redis-3.0.0/src/redis-trib.rb:25:in `<main>'

redis-trib 位于Redis源码的 src 文件夹中，它是一个Ruby程序，这个程序通过向实例发送特殊命令来完成创建集群，从上图报错发现，操作系统没有安装[gem-redis]，所以需要执行以下命令完成安装：

gem install redis

安装信息：

Fetching: redis-3.2.1.gem (100%)

Successfully installed redis-3.2.1

Parsing documentation for redis-3.2.1

Installing ri documentation for redis-3.2.1

1 gem installed

之后重新执行以下命令，便可依提示完成集群建设：

./redis-trib.rb create --replicas 1 127.0.0.1:7000 127.0.0.1:7001 127.0.0.1:7002 127.0.0.1:7003 127.0.0.1:7004 127.0.0.1:7005

>>> Creating cluster

Connecting to node 127.0.0.1:7000: OK

Connecting to node 127.0.0.1:7001: OK

Connecting to node 127.0.0.1:7002: OK

Connecting to node 127.0.0.1:7003: OK

Connecting to node 127.0.0.1:7004: OK

Connecting to node 127.0.0.1:7005: OK

>>> Performing hash slots allocation on 6 nodes...

Using 3 masters:

127.0.0.1:7000

127.0.0.1:7001

127.0.0.1:7002

Adding replica 127.0.0.1:7003 to 127.0.0.1:7000

Adding replica 127.0.0.1:7004 to 127.0.0.1:7001

Adding replica 127.0.0.1:7005 to 127.0.0.1:7002

M: 409f3c36392405dab1a98863aca38b1a70a8d9b4 127.0.0.1:7000

slots:0-5460 (5461 slots) master

M: 0de19d6c1054b57faad32c08c64e00455c26afde 127.0.0.1:7001

slots:5461-10922 (5462 slots) master

M: 4b3a15c90158205b386707049a8806bce00be24c 127.0.0.1:7002

slots:10923-16383 (5461 slots) master

S: e96aec079249c8414bb13e0bba5481382170b80c 127.0.0.1:7003

replicates 409f3c36392405dab1a98863aca38b1a70a8d9b4

S: 8079cfa03127743d095b3dfdbd87c417633a7d56 127.0.0.1:7004

replicates 0de19d6c1054b57faad32c08c64e00455c26afde

S: 36fd24dc8fd879678ad171ed90d3269db6bd1c75 127.0.0.1:7005

replicates 4b3a15c90158205b386707049a8806bce00be24c

Can I set the above configuration? (type 'yes' to accept): **yes**

>>> Nodes configuration updated

>>> Assign a different config epoch to each node

>>> Sending CLUSTER MEET messages to join the cluster

Waiting for the cluster to join...

>>> Performing Cluster Check (using node 127.0.0.1:7000)

M: 409f3c36392405dab1a98863aca38b1a70a8d9b4 127.0.0.1:7000

slots:0-5460 (5461 slots) master

M: 0de19d6c1054b57faad32c08c64e00455c26afde 127.0.0.1:7001

slots:5461-10922 (5462 slots) master

M: 4b3a15c90158205b386707049a8806bce00be24c 127.0.0.1:7002

slots:10923-16383 (5461 slots) master

M: e96aec079249c8414bb13e0bba5481382170b80c 127.0.0.1:7003

slots: (0 slots) master

replicates 409f3c36392405dab1a98863aca38b1a70a8d9b4

M: 8079cfa03127743d095b3dfdbd87c417633a7d56 127.0.0.1:7004

slots: (0 slots) master

replicates 0de19d6c1054b57faad32c08c64e00455c26afde

M: 36fd24dc8fd879678ad171ed90d3269db6bd1c75 127.0.0.1:7005

slots: (0 slots) master

replicates 4b3a15c90158205b386707049a8806bce00be24c

[OK] All nodes agree about slots configuration.

>>> Check for open slots...

>>> Check slots coverage...

[OK] All 16384 slots covered.（这表示集群中的 16384 个槽都有至少一个主节点在处理， 集群运作正常）

简单来说，以上命令的意思就是让redis-trib程序创建一个包含三个主节点和三个从节点的集群。接着redis-trib会打印出一份预想中的配置给你看，如果你觉得没问题的话，就可以输入yes，redis-trib 就会将这份配置应用到集群当中，命令中的选项--replicas 1 表示为集群中的每个主节点创建一个从节点；下面再来验证下集群配置情况：

./redis-cli -p 7000 cluster info

cluster\_state:ok

cluster\_slots\_assigned:16384

cluster\_slots\_ok:16384

cluster\_slots\_pfail:0

cluster\_slots\_fail:0

cluster\_known\_nodes:6

cluster\_size:3

cluster\_current\_epoch:6

cluster\_my\_epoch:1

cluster\_stats\_messages\_sent:142

cluster\_stats\_messages\_received:142

## 集群测试

$ redis-cli -c -p 7000

127.0.0.1:7000> set foo bar

-> Redirected to slot [12182] located at 127.0.0.1:7002

OK

127.0.0.1:7002> set hello world

-> Redirected to slot [866] located at 127.0.0.1:7000

OK

127.0.0.1:7000> get foo

-> Redirected to slot [12182] located at 127.0.0.1:7002

"bar"

127.0.0.1:7000> get hello

-> Redirected to slot [866] located at 127.0.0.1:7000

"world"

# 参考

Redis 指令在线模拟练习：

<http://try.redis-db.com/>

Redis 指令大全：

<http://redisdoc.com/>

集群教程：

<http://redisdoc.com/topic/cluster-tutorial.html>