**Output text files are all stored in saved\_output folder**

**You can re-run the python files (instructions in following) to generate these output files in server.**

**Part1:**

**Python code see learn\_motif.py**

python3 learn\_motif.py --width=6 --positions="example1\_positions.txt" --model="example1\_model.txt" --subseqs="example1\_subseqs.txt" "example1.txt"

**It will take 5-10 min to finish running for the given two examples.**

The model/PWM will show in example1\_model.txt

Start Positions will show in example1\_positions.xtx

The subsequences will show in example1\_subseqs.txt

**Part2**

Python code see part2\_count\_gibbs.py

To run python code, in the working directory with **seq.txt** (with the sequences saved):

----- python part2\_count\_gibbs.py

Output file is part2\_out.txt

(A)

pc,k = (nc,k + dc) / (N-1+db)

pc,0 = (nc,0 + dc) / ((N-1)(L-W)+db)

N = 10

L = 8

W = 4

Initial PWM with background, we will fill this prob\_matrix based on n\_c,k and above formulas:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **0** | **1** | **2** | **3** | **4** |
| A |  |  |  |  |  |
| C |  |  |  |  |  |
| G |  |  |  |  |  |
| T |  |  |  |  |  |

Construct N\_table excluding sequence 5:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **0** | **1** | **2** | **3** | **4** |
| A | **12** | **1** | **5** | **0** | **1** |
| C | **5** | **5** | **1** | **1** | **3** |
| G | **12** | **2** | **1** | **7** | **2** |
| T | **7** | **1** | **2** | **1** | **3** |

PWM:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **0** | **1** | **2** | **3** | **4** |
| A | **0.3250** | **0.1538** | **0.4615** | **0.0769** | **0.1538** |
| C | **0.1500** | **0.4615** | **0.1538** | **0.1538** | **0.3077** |
| G | **0.3250** | **0.2308** | **0.1538** | **0.6154** | **0.2308** |
| T | **0.2000** | **0.1538** | **0.2308** | **0.1538** | **0.3077** |

Python output:

updated probability matrix  
0.325 0.154 0.462 0.077 0.154   
0.150 0.462 0.154 0.154 0.308   
0.325 0.231 0.154 0.615 0.231   
0.200 0.154 0.231 0.154 0.308

(B)

For sequence 5:

LR (ai=2) = (pc,1 \* pc,2 \* pt,3 \* pa,4) / (pc,0 \* pc,0 \* pt,0 \* pa,0)

= (0.4615 \* 0.1538 \* 0.1538 \* 0.1538) / (0.1500\*0.1500\*0.2000\*0.3250)

= 1.148

Computer Σ LR (k) = 0.7654 + 1.148 + 1.2925 + 1.7226 + 0.4309 = 5.3594

Probability of (a5 = 2) = 1.148/5.3594 = 0.2142

Python output:

probability of choosing ai=2:  
0.216

(C)

Use the same N\_table excluding sequence 5:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **0** | **1** | **2** | **3** | **4** |
| A | **12** | **1** | **5** | **0** | **1** |
| C | **5** | **5** | **1** | **1** | **3** |
| G | **12** | **2** | **1** | **7** | **2** |
| T | **7** | **1** | **2** | **1** | **3** |

For palindrome model:

Pa,1 = Pt,w = (na,1 + nt,w + da,1 + dt,w) / Σ ((nb,1 + db,1) + Σ (nb,1 + db,1) )

= (1 + 3 + 1 + 1) / (9 + 4 + 9 +4) = 0.2308

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **0** | **1** | **2** | **3** | **4** |
| A | **0.3250** | **0.2308** | **0.3077** | **0.1538** | **0.1538** |
| C | **0.1500** | **0.3462** | **0.3846** | **0.1538** | **0.2692** |
| G | **0.3250** | **0.2692** | **0.1538** | **0.3846** | **0.3462** |
| T | **0.2000** | **0.1538** | **0.1538** | **0.3077** | **0.2308** |

Python output:

updated palidrome probability matrix  
0.325 0.231 0.462 0.077 0.154   
0.150 0.346 0.154 0.154 0.269   
0.325 0.269 0.154 0.615 0.346   
0.200 0.154 0.231 0.154 0.231

**Part 3**

(A)

The log likelihood in the optimal PWM model with width W+1 **will always be more than or equal to** the log likelihood in the optimal model with width W.

Proof

log P(X , Z | p) = ![](data:image/png;base64,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)

m = L – W + 1

so with W + 1, we have m updated as m= m-1

(1) i is representing sequence number, no difference between these two models

(2) for j

Initial model: j -> 1,2,….,m

New model: j -> 1,2,…..,m-1

(3) log-likelihood

Initial model: log P\_1 = Σn Σm Zi,j logP(Xi) + n log (1/m)

New model: log P\_2= Σn Σm-1 Zi,j logP(Xi) + n log(1/ (m-1) )

logP\_1 – logP\_2

= Σn Σm Zi,j logP(Xi) + n log (1/m) - Σn Σm-1 Zi,j logP(Xi) - n log(1/ (m-1) )

= n \* (Σm Zi,j logP(Xi) - Σm-1 Zi,j logP(Xi) + log ((m-1)/m) )

Here is the term:

logP(Xi | Zi,m =1, p) Zi,m + log (m-1)/m

both P(Xi | Zi,m =1, p) Zi,m  and (m-1)/m <= 1

so get negative sum or zeor for logP(Xi | Zi,m =1, p) Zi,m + log (m-1)/m

log P\_1 – logP\_2 <=0

logP\_1 <= logP\_2

The longer of the motif, the more of the log-likelihood

**Part 4**

Python code see part4\_entropy\_cal.py

To run python code, in the working directory with **model2.txt** (from part1):

---- python part4\_entropy\_cal.py

Output file is part4\_logo.txt

(A)

A 0.256 0.104 0.032 0.027 0.057 0.053 0.213 0.076 0.204 0.968 0.964 0.457

C 0.243 0.447 0.019 0.034 0.852 0.396 0.012 0.010 0.010 0.013 0.011 0.039

G 0.257 0.135 0.026 0.338 0.020 0.010 0.365 0.898 0.775 0.010 0.010 0.267

T 0.244 0.314 0.922 0.601 0.071 0.541 0.410 0.016 0.012 0.010 0.015 0.237

Hmax = log2 N = log2 4 = 2

H(c) = -Σ P(c) log2 P(c)

Height of logo = Hmax – H (c)

[0.21287965 1.58146455 0.73169833 1.23022061 0.73126784 0.39927009

1.458879 1.09524011 1.73312419 1.73312419 0.33938222]

According to the ratio matrix (entropy at position i for character c) Ei,c/ Σ Ei,b

entropy\_matrix  
0.362 0.148 0.144 0.213 0.186 0.474 0.264 0.468 0.068 0.068 0.506   
0.523 0.066 0.162 0.205 0.528 0.066 0.066 0.066 0.066 0.066 0.183   
0.380 0.100 0.524 0.066 0.066 0.531 0.145 0.304 0.066 0.066 0.497   
0.522 0.104 0.437 0.285 0.489 0.530 0.066 0.066 0.066 0.066 0.475   
  
logo matrix  
0.213 1.581 0.732 1.230 0.731 0.399 1.459 1.095 1.733 1.733 0.339   
  
individual character matrix  
0.043 0.560 0.083 0.341 0.107 0.118 0.711 0.566 0.439 0.439 0.103   
0.062 0.251 0.094 0.328 0.304 0.017 0.179 0.080 0.431 0.431 0.037   
0.045 0.378 0.302 0.106 0.038 0.132 0.390 0.368 0.431 0.431 0.101   
0.062 0.393 0.252 0.455 0.282 0.132 0.179 0.080 0.431 0.431 0.097

(B) see submitted PDF

(C)

According to the logo generated, we can see the positions with higher logo are more likely to be predicted with certain character.

For the same positions, the higher of the character, the probability of the occurrence of that character is higher.

For different positions, the more dispense of the characters, with more equal probability for each character, the lower of the total height of all characters.