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**Topic**

Active Appearance Models; Facial Animation; Face Tracking

**Описание предметной области**

Данный топик охватывает исследования в области анализа и моделирования вида лица человека, а также создание анимации и отслеживания лицевых черт.

Active Appearance Models (AAM) - это метод компьютерного зрения, основная задача которого - отслеживание и анимация лицевых черт на изображениях или видео.

Facial Animation - это процесс создания движений и выражений лица в компьютерной графике, который может быть использован в фильмах, видеоиграх, виртуальной реальности и других областях.

Face Tracking - это процесс автоматического отслеживания движений лица на видео или изображениях.

**Недостаток (Gap)**

Несмотря на большое количество методов и способов для отслеживания лиц, во многих из них существуют недостатки. Самый основной связан с большой вычислительной сложностью алгоритмов, используемых для применения моделей AAM, Facial Animation и Face Tracking. Из-за этого возникают трудности с точностью распознавания лиц. Многие системы могут ошибаться при идентификации черт лица из-за изменения освещения, выражения лица или угла обзора.

**Идея**

Создание метода, который обладает высокой точностью отслеживания мимики лица и учитывает внешние условия окружающей среды. Проведение тщательной проверки и тестирования, разработанного метода для моделей на разных наборах данных.

**Краткий текст обзора**

Активная модель внешнего вида (AAM) - это алгоритм для подгонки модели формы и внешнего состояния объекта к входному изображению[[1]](https://www.zotero.org/google-docs/?tqXjDM). AAM и Face Tracking позволяет точно отслеживать человеческие лица в реальном времени[[2]](https://www.zotero.org/google-docs/?d39Xqr). Эти технологии используются для анимации человеческого лица (Facial tracking) на видео. Несмотря на значительные достижения и потенциал, связанные с применением Active Appearance Models (AAM), Facial Animation в Face Tracking также отметим определенные недостатками и ограничения, с которыми можно столкнуться. AAM позволяет точно отслеживать человеческие лица в режиме реального времени в 2D и может быть расширен для отслеживания моделилица в 3D[[3], [4]](https://www.zotero.org/google-docs/?2ZMTwU). Но к сожалению это 3D отслеживание не может обеспечить идеальной точности и надежности [[5], [6]](https://www.zotero.org/google-docs/?QALNHb). Это может привести к плохой оценке внешних условий и недостаточной реалистичности полученных результатов. Большим преимуществом в этой сфере является использование метода лицевой анимации, когда предполагается взаимодействие с конкретным человеком, а не просто с роботом [[7]](https://www.zotero.org/google-docs/?fQvlxw). Для этого разработана система отслеживания, способная извлекать параметры анимации, описывающие движения и артикуляцию человеческого лица [[8]](https://www.zotero.org/google-docs/?12L78F). Однако приходится встретиться с ещё одной и самой основной трудностью, которая заключается в высокой вычислительной сложности алгоритмов, используемых для обучения и применения моделей AAM, Facial Animation и Face Tracking[[9]](https://www.zotero.org/google-docs/?F3mOr3). Это может привести к замедлению процесса обработки данных, особенно при работе с большими объемами информации в реальном времени[[10]](https://www.zotero.org/google-docs/?h35U6M). Материалы по этой темы помогают осознать, что стоит сосредоточиться на преодолении недостатков в этой области и ее дальнейшем развитии. Чтобы устранить существующую проблему, мы предлагаем разработать собственный метод, который совершенствует процесс обработки данных и ускоряет работу моделей. Для этого применим способ, основанный на точном распознавании мимики лица. К сожалению, на данный момент, исходя из имеющихся статей, мы не можем быть уверены в эффективности применения данной системы отслеживания. Поэтому для улучшения этой системы необходимо большее количество исследований данной области.
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