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# 介绍

HPX运行时系统，是由美国路易斯安那州立大学的STE||AR研究组开发的，用于提供实现并行化和并发操作的所有C++标准设施，拓展到分布式并行环境。HPX是对传统的并行化方法的再设计，基于重叠计算与通信的异步并行方法，增加HPC应用的扩展性。

关于HPX的更多信息请访问[HPX官网](https://hpx.stellar-group.org)。

语言：C++

一句话描述：异步并行计算运行时系统。

开源协议：Boost Software License

建议的版本

建议使用版本为“HPX-1.8.1”。

# 环境要求

硬件要求

硬件要求如表2-1所示。

硬件要求

| 项目 | 说明 |
| --- | --- |
| CPU | AMD |

软件要求

软件要求如表2-2所示。

![注意](data:image/png;base64,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)

* 不同HPC应用的依赖软件不同，建议按照如下步骤判断其依赖软件：
* 1、查看其上游社区是否提供安装指导文档；
* 2、搜索网络上是否已经有社区提供相关安装文档或博客；
* 3、尝试安装该软件，根据报错情况，决定安装哪些依赖软件；
* 4、咨询华为工程师是否有相关经验。

软件要求

| 项目 | 版本 | 下载地址 |
| --- | --- | --- |
|  |  |  |
|  |  |  |
| HPX | 1.8.1 | https://github.com/STEllAR-GROUP/hpx/archive/refs/tags/1.8.1.tar.gz |
| CMAKE | 3.23.3 | https://github.com/Kitware/CMake/releases/download/v3.23.3/cmake-3.23.3-linux-aarch64.tar.gz |
| asio | 1.21.0 | https://github.com/chriskohlhoff/asio/archive/refs/tags/asio-1-21-0.tar.gz |
| gperftools | 2.6.1 | https://github.com/gperftools/gperftools/archive/gperftools-2.6.1.tar.gz |
| hwloc | 2.7.1 | https://download.open-mpi.org/release/hwloc/v2.7/hwloc-2.7.1.tar.gz |
| boost | 1.75.0 | https://boostorg.jfrog.io/artifactory/main/release/1.75.0/source/boost\_1\_75\_0.tar.gz |
| HPXCL | 0.1-alpha | https://github.com/STEllAR-GROUP/hpxcl/archive/refs/tags/v0.1-alpha.tar.gz |
| APEX | 2.5.1 | https://github.com/UO-OACISS/apex/archive/refs/tags/v2.5.1.tar.gz |
| Active Harmony |  | https://dyninst.org/harmony |

操作系统要求

操作系统要求如表2-3所示。

操作系统要求

| 项目 | 版本 | 下载地址 |
| --- | --- | --- |
| Ubuntu | Ubuntu 20.04 |  |
| Kernel |  |  |

# 移植规划数据

本章节给出HPX软件在移植过程中涉及到的相关软件安装规划路径的用途及详细说明。

移植规划数据

| 序号 | 软件安装规划路径 | 用途 | 说明 |
| --- | --- | --- | --- |
| 1 | /usr/local/bisheng |  | 这里的安装规划路径只是一个举例说明，建议部署在共享路径中。现网需要根据实际情况调整，**后续章节凡是遇到安装路径的命令，都以现网实际规划的安装路径为准进行替换，不再单独说明。** |
| 2 | /usr/local/hmpi |  |
| 3 | /usr/local/asio | ASIO的安装规划路径。 |
| 4 | /usr/local/gperftools | google-gperftools的安装规划路径。 |
| 5 | /usr/local/hwloc | HWLOC的安装规划路径。 |
| 6 | /usr/local/boost | BOOST的安装规划路径。 |
| 7 | /usr/local/hpx | HPX的安装规划路径。 |
| 8 | /usr/local/hpxcl | HPXCL的安装规划路径。 |

# 配置编译环境

前提条件

使用SFTP工具将各安装包上传至服务器对应目录下。

配置流程

配置流程

| 序号 | 配置项 | 说明 |
| --- | --- | --- |
| 1 | 搭建鲲鹏基座软件环境 | 参考4.1 搭建鲲鹏基座软件环境 |
| 2 | 安装asio | 参考4.2安装ASIO |
| 3 | 安装gperftools | 参考4.3安装gperftools |
| 4 | 安装 | 参考4.4安装 |
| 5 | 安装 | 参考4.5安装 |
| 6 | 安装 | 参考4.6安装 |
| 7 | 安装 | 参考4.7安装 |
| 8 | 安装 | 参考4.8安装 |

## 搭建基座软件环境

安装GNU编译器

安装不同版本的编译器。

**apt install gcc-9 g++-9 gfortran-9**

版本切换设置。

安装OpenMPI

## 安装ASIO

操作步骤

使用PuTTY工具，以root用户登录服务器。

解压asio安装包。

**tar -xvf asio-1-21-0.tar.gz**

注：解压缩时请以实际压缩包名称为准。

设置和编译asio。

**cd asio-asio-1-21-0**

**./autogen.sh**

**CC=`which clang`**

**CXX=`which clang++`**

**./configure --prefix=/usr/local/asio-1.21.0**

**make -j$(nproc)**

**make install**

配置环境变量。

**cat>"/usr/local/asio-1.21.0/asio\_modulefiles"<<EOF**

**#%Module1.0**

**conflict asio**

**variable modfile [file normalize [info script]]**

**proc getModulefileDir {} {**

**variable modfile**

**set modfile\_path [file dirname \$modfile]**

**return \$modfile\_path**

**}**

**set pwd [getModulefileDir]**

**set ASIO \$pwd**

**setenv ASIO \$ASIO**

**prepend-path LD\_LIBRARY\_PATH \$ASIO/lib**

**prepend-path INCLUDE \$ASIO/include**

**EOF**

## 安装google-gperftools

介绍

TCMalloc(Thread-Caching Malloc)与标准glibc库的malloc实现一样的功能，但是TCMalloc在效率和速度效率都比标准malloc高很多。TCMalloc是google-perftools工具中的一个（gperftools四个工具分别是：TCMalloc、heap-checker、heap-profiler和cpu-profiler），这个工具是开源的，以源码形式发布。如果觉得自己维护一个内存分配器麻烦的话，可以考虑将TCMalloc静态库连接到你的程序中。使用的时候和glibc中的malloc调用方式一模一样。你需要做的只是把TCMalloc的动态库或者静态库连接进你的程序中，你就可以获得一个高效，快速，安全的内存分配器。

与标准的glibc库的malloc相比，TCMalloc在内存的分配效率和速度要高，可以在高并发的情况下很好的控制内存的使用，提高服务器的性能，降低负载。

HPX使用TCMalloc分配内存空间。

操作步骤

解压安装包。

**tar -xvf gperftools-2.6.1.tar.gz**

注：解压缩时请以实际压缩包名称为准。

配置和编译源码。

**cd gperftools-gperftools-2.6.1**

**./autogen.sh**

**CC=`which clang`**

**CXX=`which clang++`**

**./configure --prefix=/usr/local/gperftools-2.6.1**

**make -j$(nproc)**

**make install**

配置环境变量。

**cat>"/usr/local/gperftools-2.6.1/gperftools\_modulefiles"<<EOF**

**#%Module1.0**

**conflict gperftools**

**variable modfile [file normalize [info script]]**

**proc getModulefileDir {} {**

**variable modfile**

**set modfile\_path [file dirname \$modfile]**

**return \$modfile\_path**

**}**

**set pwd [getModulefileDir]**

**set GPERFTOOLS \$pwd**

**setenv GPERFTOOLS \$GPERFTOOLS**

**prepend-path LD\_LIBRARY\_PATH \$GPERFTOOLS/lib**

**prepend-path INCLUDE \$GPERFTOOLS/include**

**EOF**

## 安装hwloc

操作步骤

解压安装包。

**tar -xvf hwloc-2.7.1.tar.gz**

注：解压缩时请以实际压缩包名称为准。

配置和编译源码。

**cd hwloc-2.7.1**

**./autogen.sh**

**CC=`which clang`**

**CXX=`which clang++`**

**./configure --prefix=/usr/local/hwloc-2.7.1**

**make -j$(nproc)**

**make install**

配置环境变量。

**cat>"/usr/local/hwloc-2.7.1/hwloc\_modulefiles"<<EOF**

**#%Module1.0**

**conflict hwloc**

**variable modfile [file normalize [info script]]**

**proc getModulefileDir {} {**

**variable modfile**

**set modfile\_path [file dirname \$modfile]**

**return \$modfile\_path**

**}**

**set pwd [getModulefileDir]**

**set HWLOC \$pwd**

**setenv HWLOC \$HWLOC**

**prepend-path LD\_LIBRARY\_PATH \$HWLOC/lib**

**prepend-path INCLUDE \$HWLOC/include**

**EOF**

在当前shell中加载环境变量。

**module use /usr/local/hwloc-2.7.1/**

**module load /usr/local/hwloc-2.7.1/hwloc\_modulefiles**

若要避免每打开一个shell，导入一次变量。可写入到系统配置文件中。

**vi /etc/profile**

新增如下内容：

**module use /usr/local/hwloc-2.7.1/**

**module load /usr/local/hwloc-2.7.1/hwloc\_modulefiles**

----结束

## 安装boost

操作步骤

使用PuTTY工具，以root用户登录服务器。

安装依赖库。

**yum -y install gcc gcc-c++ python python-devel libicu libicu-devel zlib zlib-devel bzip2 bzip2-devel**

解压Boost安装包。

**tar -xvf boost\_1\_75\_0.tar.gz**

注：解压缩时请以实际压缩包名称为准。

进入解压后的目录。

**cd boost\_1\_75\_0**

进行编译配置。

**./bootstrap.sh --with-toolset=clang**

编译，安装。

**./b2 install --prefix=/usr/local/BOOST**

配置环境变量。

**cat>"/usr/local/BOOST/boost\_modulefiles"<<EOF**

**#%Module1.0**

**conflict boost**

**variable modfile [file normalize [info script]]**

**proc getModulefileDir {} {**

**variable modfile**

**set modfile\_path [file dirname \$modfile]**

**return \$modfile\_path**

**}**

**set pwd [getModulefileDir]**

**set BOOST \$pwd**

**setenv BOOST \$BOOST**

**prepend-path LD\_LIBRARY\_PATH \$BOOST/lib**

**EOF**

在当前shell中加载环境变量

**module use /usr/local/BOOST/**

**module load /usr/local/BOOST/boost\_modulefiles**

若要避免每打开一个shell，导入一次变量。可写入到系统配置文件中。

**vi /etc/profile**

新增如下内容：

**module use /usr/local/BOOST/**

**module load /usr/local/BOOST/boost\_modulefiles**

----结束

## 安装APEX

操作步骤

# 获取源码

操作步骤

下载HPX-1.8.1安装包

下载地址：https://github.com/STEllAR-GROUP/hpx/archive/refs/tags/1.8.1.tar.gz

----结束

# 编译和安装

操作步骤

使用PuTTY工具，以root用户登录服务器。

安装环境依赖包

**yum install -y environment-modules patch cmake wget cmake**

**set -e**

获取源码并解压

**wget -c https://github.com/STEllAR-GROUP/hpx/archive/refs/tags/1.8.1.tar.gz**

进入解压后的目录。

**cd hpx-1.8.1**

编译，安装。

**mkdir build**

**cd build**

**cmake \**

**-DCMAKE\_CXX\_COMPILER=clang++ \**

**-DCMAKE\_CXX\_COMPILER\_AR=llvm-ar \**

**-DCMAKE\_BUILD\_TYPE=Release \**

**-DCMAKE\_CXX\_FLAGS\_RELEASE=-O2 \**

**-DCMAKE\_INSTALL\_PREFIX=/usr/local/hpx1.8.1 \**

**-DBoost\_INCLUDE\_DIR=/usr/local/boost-1.75.0/include \**

**-DASIO\_INCLUDE\_DIR=/usr/local/asio-1.21.0/include \**

**-DHPX\_WITH\_MALLOC=tcmalloc \**

**-DHWLOC\_INCLUDE\_DIR=/usr/local/hwloc-2.7.1/include \**

**-DHWLOC\_LIBRARY=/usr/local/hwloc-2.7.1/lib/libhwloc.so \**

**-DHPX\_WITH\_GENERIC\_CONTEXT\_COROUTINES=ON \**

**-DHPX\_WITH\_ASYNC\_MPI=ON \**

**-DHPX\_WITH\_CUDA=ON \**

**-DTCMALLOC\_LIBRARY=/usr/local/gperftools-2.6.1/lib/libtcmalloc.so \**

**-DTCMALLOC\_INCLUDE\_DIR=/usr/local/gperftools-2.6.1/include \**

**-DHPX\_WITH\_MAX\_CPU\_COUNT=256 \**

**-DHPX\_WITH\_DYNAMIC\_HPX\_MAIN=OFF \**

**-DHPX\_WITH\_EXAMPLES=OFF \**

**..**

**make -j$(nproc) && make install**

配置环境变量。

**cat>"/usr/local/hpx-1.8.1/hpx\_modulefiles"<<EOF**

**#%Module1.0**

**conflict hpx**

**variable modfile [file normalize [info script]]**

**proc getModulefileDir {} {**

**variable modfile**

**set modfile\_path [file dirname \$modfile]**

**return \$modfile\_path**

**}**

**set pwd [getModulefileDir]**

**set HPX \$pwd**

**setenv HPX \$HPX**

**prepend-path LD\_LIBRARY\_PATH \$HPX/lib**

**prepend-path INCLUDE \$HPX/include**

**EOF**

在当前shell中加载环境变量。

**module use /usr/local/hpx-1.8.1**

**module load /usr/local/hpx-1.8.1/hpx\_modulefiles**

若要避免每打开一个shell，导入一次变量。可写入到系统配置文件中。

**vi /etc/profile**

新增如下内容：

**module use /usr/local/hpx-1.8.1**

**module load /usr/local/hpx-1.8.1/hpx\_modulefiles**

----结束

# 运行和验证

操作步骤

使用PuTTY工具，以root用户登录服务器。

在当前shell中加载环境变量。

**module use /usr/local/hpx-1.8.1**

**module load /usr/local/hpx-1.8.1/hpx\_modulefiles**

执行计算。

运行成功后将显示下图：

----结束

# 修订记录

| 发布日期 | 修订记录 |
| --- | --- |
| 2022-07-30 | 第一次正式发布。 |