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# 介绍

WRF全称 Weather Research and Forecasting Model，是一个天气研究与预报模型，可以用来进行精细尺度的天气模拟与预报，是 HPC 应用的重要场景之一。

关于WRF的更多信息请访问[WRF官网](https://www.mmm.ucar.edu/weather-research-and-forecasting-model)。

语言：C/Fortran

一句话描述：中尺度天气预报模型。

开源协议：Public Domain

建议的版本

建议使用版本为“WRF V4.2”。

# 环境要求

硬件要求

硬件要求如表2-1所示。

硬件要求

| 项目 | 说明 |
| --- | --- |
| CPU | Kunpeng 920 |

软件要求

软件要求如表2-2所示。

![注意](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJkAAAA5CAYAAAFSR7nCAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAAIdUAACHVAQSctJ0AAAkASURBVHhe7Z1rbBVFFMd5RjQmJMgHo9FE4yvRmPjBRBON8YPRNBqtPHzQVPGNCBjxEf2AQlCMVihCgWIprYgCtlaxFIqWR0srFKRi0wJtoQ8ohdoXlD5uX+OesztzZ3fP1t7l7mXdzD/5sTtnzuzdnZ47d3d2Zhg1aspXLGrEJ9XH8IDTlrK4T35iQ0NDbPKraUwW6Q/81xlmF1WLA/QPDCJWHxP/dcDMnRXigFsKq9jxhjbWcK7T5ieIbR26AQ8I/0SLp5NKonuGpNEtpFFjcHAI4w+AtCyrr4A0avBCGfkVIs0l+5kgjRqgexZksdS8vzFdWn0WbSCrr4A0uoU0uoWMGbeQn+AH3J5cfNI20g6E+gdIe8S4Obk+7cMfWJgtmlQuzH9+BUtM3iHS1m1EuDk5/kFwcjzNv3tWH+s2Ii7l5EAnmzpwv7KuhSXnlrFJc78VP0prdlWij1wmIgL5hYgJvj450ugHSKMfII2XwMxVu0h7xJDGYeDNAL8xlm9QphgNLoj7gmqbzovyI4Y0OjAvo1DsW8Vtc9IKhA/H8xMDQHwLt3SyDRragUH7U4DnJ1ZW9w9utx08iSfzT3s3pkHcB/68fJ8Tkxqr136Spn+Zy0rKG/GE4EQ2Gb+jABfsw6MO4PmJ9YQGWEZBJevtGxAfDvB9vrUSkxqLGaTRD5BGP0Aa/QDeYvgR8mwVzqhKc4GqNBfEqtImzFiBP6g9oX7cDqcZ3+w2lQWtzi832YCnVvxm4+Evcm1+UcfrSov/fCteNN6vTVtmywfVNzvfhYB6+/pZ+Ylm3C88chrheVZfV3c0kRKrSLvqueV4UXAHzjuSbp21zkRWYRXa5XJPfpaD2zkbim15VDoQlTbh5bUYZaBx0/VIk19owOMN34fOLr7POVx1Djl17gLm8TTkgWRfUKAiDeDtmVxpUKH8+Y+qNA7XgPEMyW1Wn8BUWldPCC9o/e9Gt6nWtlWfbkMbVNrViSlYcaD0wuOmsnGLstF+4WII0+V1LZi+dt53uLUqMJX2+GK9XQKuSVzFSo+fZWOfSTb5cOZnFpnS+yub8KWnbLvsxPLrGRhUpblAVZoLVKW5QFWaC0ijwhnSqHCGNCqcIY0KZ0ijwhnS6AHxS7aS9uG4bfY6dkh7vBo1lc6/LJDGKAOjvkB/1egdhsNJLtfa0W2zAVTPLGD18wTSGEV4X1faznJ25/yNYsBE3GK913ZGUl7YZgyk4FBakFli7Nkll/UM0hglunv78EKKKxtteX8cPYN5Vjtn4supmA9d16Cunj7cfzOlANMg7ru9tM6U9hTSGCUGh4bYwqyDuP/exmLcDqe3NpaIst2hftHxCJIHoXDxdGAqbNR0vS+swfha3jB7PW6nfbHV1u8PkisMmPJVHm5BtWf0oZM8DeLp4FSYRrV2oaBN+6owDbr/w+/FfnZxeJCrXGEQURwQRKucBnHfwFRY2/kevJDqxnZhA42kwqoa2sRLEVDVKT3d3qkfE8R9A1NhoKa2LtyvqG0RNrnC3vlmj9i3fiWRqUsxL25x+BeUi6cDU2ETXk3D7U1v6JOSCsoacAsVdkVCCu7De03wAVEV9mnOn5gHujJhpfAFcZ9AtWFjpi3Di4G2B9IwuPDe978T7zNBm/6oxoGGU1fabz5BUDZkjP8bY0QcvPPkgxBbL+hfU2tZTyCNUeKm1/XIwiEFhu2hj38UL3hnJuezggr9PgveR17z4ipTebCB7n77W3xtxxt+J8llPYM0RoGbZ6Ubl6FfyI1G5XHd/vYG4Xvb3Aw2YFQEt8E8FtDmveF3mI8syMItF7cH5itZe9b8wrW5vYslfr3DZJO5ZXa62Iev3pYi/VbEV5BGhTOkUeEMaVQ4QxoVzpBGhTOkUeEMaVQ4QxoVzuAAC8XIIWtRoYgWKsgUnqOCTOE5KsgUnqOCTOE5KsgUnhO0ILtx1jp8kwlvND9Yv5e9lrqH5eyruSTutQz7k3liWXhNpZYOfZEehYWgBBlM1DxtDEwDwev319L3sE27jxkW97Iuk8CZ/MIqw4Phm+glWw7gKBqK619Zi2UiUUxm1saC/3uQTX4plXVc7DX+LHpwbSs9QfrKPLb4FzFIpjfUT/oMx2iNzi59XO9IBAOcoZys9H3HbZxpuWjkqiC77IydsYJ1dJqDK3c/HVxr8stxpJQMHxMDgsFD1nxO4lq6FTvR2G6UZqz42Bm0wYp/sqxlAFlUPh9vA1JB5hNaOntMqxJf90oqtkwQdFlaywCDQeVFgY81tLEjNc3DIgcQOcBUY1H2QXa27aJ2vFZheyuzyCjFWFOrPojViiwqXwWZj4HBZkdq9dVDQNBSzV+3F/PkIOOjlQEIkKrTbciyXw4LO1/eBeQUZBTvbt5vlGKspMI+NQaQReWrIPMpNcbkCq49RxvZaGkVFqcg42NxQXw+ATCSIHMjaznrMQEVZD7ivvc3YzeFrHPtXWwsscTPSIJsQ0F4+fqRBBlMQbAiP92+oD2RWvOhnCzrMQEVZD4E+sRW/3rEZItbut34MzFcuCvvQK2RMgcZzKMDwf3bpDfXC7ubn8sHPvzBKKELAviqRPPsBECWNQ9QQeZzxj+7nPWEwt0KMN13XMJKsiUrKtenqnDBzNc7PvgB8yINsokzV5taRXlaC3SvjH8mvAKnrEmJKTZ2Hqo3clWQ+YoxWnDVNYXvy6BlWpRzyO6rPRw8+mUuC4X0KTwg6ES1rlvb3dvPHlyYbS9P8GxyuNUEFR/VuzPySk+agu3n4hq0RyIVZD7g6eU7sLXiguAqLD8l8u+al4lLM0J/l3XSHLQ8c9aY/yeLuWt3iVmJXFBuqhaYsh+QsDLf8NAF//nEOxv2mXzumpvJmtu78RhbjA5iWRNfT7Oxu+yUkauCzBd8klWKgQWdqR/9eMCWv0TLl9V6vpvNz9hrevKkGP/c1yznQA0GR0V9KxttLAMsA3PzQOCTCwE0wjVFy2qakcPV+pLAVlZv/1v4yJMl/9cE6Z6MYlxCCmmPBuOJ4FMQBD3IFD5ABZnCc1SQKTxHBZnCc1SQKTxHBZnCc1SQKTxHBZnCc+KT6v8FFC22diIS4NIAAAAASUVORK5CYII=)

* 不同HPC应用的依赖软件不同，建议按照如下步骤判断其依赖软件：
* 1、查看其上游社区是否提供安装指导文档；
* 2、搜索网络上是否已经有社区提供相关安装文档或博客；
* 3、尝试安装该软件，根据报错情况，决定安装哪些依赖软件；
* 4、咨询华为工程师是否有相关经验。

软件要求

| 项目 | 版本 | 下载地址 |
| --- | --- | --- |
| WRF | v4.2 | <https://github.com/wrf-model/WRF/archive/refs/tags/v4.2.tar.gz> |
| 毕昇编译器 | 2.1.0 | https://www.hikunpeng.com/zh/developer/devkit/compiler/bisheng |
| Hyper-MPI | 1.1.1 | <https://github.com/kunpengcompute/hmpi/archive/refs/tags/v1.1.1-huawei.tar.gz> |
| HUCX | 1.1.1 | <https://github.com/kunpengcompute/hucx/archive/refs/tags/v1.1.1-huawei.tar.gz> |
| XUCG | 1.1.1 | <https://github.com/kunpengcompute/xucg/archive/refs/tags/v1.1.1-huawei.tar.gz> |
| Zlib | 1.2.11 | <http://zlib.net/zlib-1.2.11.tar.gz> |
| HDF-5 | 1.12.1 | <https://support.hdfgroup.org/ftp/HDF5/releases/hdf5-1.12/hdf5-1.12.1/src/hdf5-1.12.1.tar.gz> |
| PNETCDF | 1.12.2 | <https://parallel-netcdf.github.io/Release/pnetcdf-1.12.2.tar.gz> |
| NetCDF-C | 4.8.1 | <https://downloads.unidata.ucar.edu/netcdf-c/4.8.1/src/netcdf-c-4.8.1.tar.gz> |
| NetCDF-Fortan | 4.5.3 | <https://www.unidata.ucar.edu/downloads/netcdf/ftp/netcdf-fortran-4.5.3.tar.gz> |
| 测试用例 | conus12km | <https://www2.mmm.ucar.edu/wrf/src/conus12km.tar.gz> |

操作系统要求

操作系统要求如表2-3所示。

操作系统要求

| 项目 | 版本 | 下载地址 |
| --- | --- | --- |
| openEuler | openEuler 20.03 SP3 | https://repo.openeuler.org/openEuler-20.03-LTS-SP3/ |
| Kernel | 4.19.90 | https://gitee.com/openeuler/kernel |

# 移植规划数据

本章节给出WRF软件在移植过程中涉及到的相关软件安装规划路径的用途及详细说明。

移植规划数据

| 序号 | 软件安装规划路径 | 用途 | 说明 |
| --- | --- | --- | --- |
| 1 | /usr/local/wrf/bisheng | 毕昇编译器的安装规划路径。 | 这里的安装规划路径只是一个举例说明，建议部署在共享路径中。需要根据实际情况调整，**后续章节凡是遇到安装路径的命令，都以现网实际规划的安装路径为准进行替换，不再单独说明。** |
| 2 | /usr/local/wrf/hmpi | Hyper-MPI的安装规划路径。 |
| 3 | /usr/local/wrf/zlib | Zlib的安装规划路径。 |
| 4 | /usr/local/wrf/hdf5 | HDF-5的安装规划路径。 |
| 5 | /usr/local/wrf/pnetcdf | PNETCDF的安装规划路径 |
| 6 | /usr/local/wrf/netcdf | NetCDF-C和NetCDF-Fortran的安装规划路径。 |
| 7 | /usr/local/wrf/wrf | WRF的安装规划路径。 |
| 8 | /usr/local/wrf/conus12km | WRF的测试规划路径。 |

# 配置编译环境

前提条件

使用SFTP工具将各安装包上传至服务器对应目录下。

配置流程

配置流程

| 序号 | 配置项 | 说明 |
| --- | --- | --- |
| 1 | 搭建鲲鹏基座软件环境 | 参考4.1 搭建鲲鹏基座软件环境 |
| 2 | 安装Zlib | 参考4.2安装Zlib。 |
| 3 | 安装HDF-5 | 参考4.3安装HDF-5。 |
| 4 | 安装PNETCDF | 参考4.4安装PNETCDF。 |
| 5 | 安装NetCDF | 参考4.5安装NetCDF。 |

## 搭建鲲鹏基座软件环境

操作步骤

请参考《鲲鹏基座软件搭建指南.docx》

## 安装Zlib

操作步骤

使用PuTTY工具，以root用户登录服务器。

执行以下命令解压zlib安装包。

**tar -zxvf zlib-1.2.11.tar.gz**

执行以下命令进入解压后的目录。

**cd zlib-1.2.11**

执行以下命令进行配置。

**CC=clang./configure --prefix=/usr/local/wrf/zlib-1.2.11**

注：*/usr/local/wrf/为举例说明路径，请根据用例存放实际路径修改。*

**make -j$(nproc)**

**make -j$(nproc) install**

配置环境变量。

**export ZLIB=/usr/local/wrf/zlib-1.2.11**

**export LD\_LIBRARY\_PATH=$ZLIB/lib:$LD\_LIBRARY\_PATH**

**----结束**

## 安装HDF-5

操作步骤

使用PuTTY工具，以root用户登录服务器。

执行以下命令解压HDF-5安装包。

**tar -zxvf hdf5-1.12.1.tar.gz**

执行以下命令进入解压后的目录。

**cd hdf5-1.12.1**

编译HDF-5。

**CC=mpicc CXX=mpicxx FC=mpifort F77=mpi77 CFLAGS="-fPIC -DPIC" FCFLAGS="-fPIC -DPIC" FFLAGS="-fPIC" \**

**./configure --prefix=/usr/local/wrf/hdf5-1.12.1 --with-zlib=/usr/local/wrf/zlib-1.2.11 --enable-shared --enable-fortran --enable-static --enable-parallel**

注：*/usr/local/wrf/为举例说明路径，请根据用例存放实际路径修改。*

**sed -i 's/\\\$wl-soname/-install\_name/g' libtool**

**make-j$(nproc)**

**make -j$(nproc) install**

执行以下命令加载环境变量。

**export HDF5=/usr/local/wrf/hdf5-1.12.1**

**export PATH=$HDF5/bin:$PATH**

**export LD\_LIBRARY\_PATH=$HDF5/lib:$LD\_LIBRARY\_PATH**

----结束

## 安装PNETCDF

操作步骤

使用PuTTY工具，以root用户登陆服务器。

执行以下命令解压PNETCDF 安装包。

**tar xf pnetcdf-1.12.2.tar.gz**

执行以下命令进入解压后的目录。

**cd pnetcdf-1.12.2**

执行以下命令进行配置。

**./configure --prefix=/usr/local/wrf/pnetcdf-1.12.2 --enable-shared CFLAGS="-fPIC -DPIC" CXXFLAGS="-fPIC -DPIC" FCFLAGS="-fPIC" FFLAGS="-fPIC" CC=mpicc CXX=mpicxx FC=mpifort F77=mpifort SEQ\_CC=mpicc**

注：*/usr/local/wrf/为举例说明路径，请根据用例存放实际路径修改。*

**make -j$(nproc)**

**make -j$(nproc) install**

执行以下命令加载环境变量

**export PNETCDF=/usr/local/wrf/pnetcdf-1.12.2**

**export PATH=$PNETCDF/bin:$PATH**

**export LD\_LIBRARY\_PATH=$PNETCDF/lib:$LD\_LIBRARY\_PATH**

---结束

## 安装NetCDF

操作步骤

使用PuTTY工具，以root用户登录服务器。

执行以下命令解压NetCDF-C安装包。

**tar -zxvf netcdf-c-4.8.1.tar.gz**

执行以下命令进入解压后的目录。

**cd netcdf-c-4.8.1**

编译NetCDF-C。

**CC=mpicc CXX=mpicxx\**

**CPPFLAGS="-I$HDF5/include -I$ZLIB/include -I$PNETCDF/include" \**

**CFLAGS="-I$HDF5/include -I$ZLIB/include -I$PNETCDF/include-fPIC" \**

**LDFLAGS="-L$HDF5/lib -L$ZLIB/lib -L$PNETCDF/lib" \**

**./configure --prefix=/usr/local/wrf/netcdf --enable-shared --enable-netcdf-4 --enable-dap --with-pic --disable-doxygen--enable-pnetcdf --enable-static --enable-largefile**

注：*/usr/local/wrf/为举例说明路径，请根据用例存放实际路径修改。*

**make-j$(nproc)**

**make -j$(nproc) install**

执行以下命令解压NetCDF-Fortran安装包。

**tar -zxvf netcdf-fortran-4.5.3.tar.gz**

执行以下命令进入解压后的目录。

**cd netcdf-fortran-4.5.3**

编译NetCDF-Fortran。

**export NETCDF=/usr/local/wrf/netcdf**

注：*/usr/local/wrf/为举例说明路径，请根据用例存放实际路径修改。*

**export PATH=$NETCDF/bin:$PATH**

**export LD\_LIBRARY\_PATH="$NETCDF/lib:$LD\_LIBRARY\_PATH"**

**CC=mpicc CXX=mpixxFC=mpifort F77=mpifort\**

**CFLAGS="-I$HDF5/include-I$NETCDF/include -fPIC -DPIC"CPPFLAGS="-I$HDF5/include-I$NETCDF/include" FCFLAGS="-I$HDF5/include -I$NETCDF /include -fPIC -DPIC"LDFLAGS="-L$HDF5/lib -L$NETCDF/lib"**

**./configure --prefix=$NETCDF --enable-dap --enable-pic --disable-doxygen --enable-shared --enable-static --enable-largefile**

**sed -i \**

**-e 's/\\\$wl-soname/-install\_name/g' \**

**-e 's/\\\$wl--whole-archive/-Wl,-force-load,/g' \**

**-e 's/\\\$wl--no-whole-archive//g' libtool**

**make-j$(nproc)**

**make -j$(nproc) install**

执行以下命令加载环境变量。

**export NETCDF=/usr/local/wrf/netcdf**

**export PATH=$NETCDF/bin:$PATH**

**export LD\_LIBRARY\_PATH=$NETCDF/lib:$LD\_LIBRARY\_PATH**

## 配置环境变量

**安装environment-modules工具**

**yum install environment-modules –y**

**source /etc/profile**

**执行以下命令，创建环境变量配置文件**

**vi /usr/local/wrf/wrf\_modulefiles**

**新增如下内容：**

**#%Module1.0**

**conflict wrf**

**set ZLIB/usr/local/wrf/zlib-1.2.11**

**set HDF5/usr/local/wrf/hdf5-1.12.1**

**set PNETCDF/usr/local/wrf/pnetcdf-1.12.2**

**set NETCDF/usr/local/wrf/netcdf**

**setenvZLIB/usr/local/wrf/zlib-1.2.11**

**setenvHDF5/usr/local/wrf/hdf5-1.12.1**

**setenvPNETCDF/usr/local/wrf/pnetcdf-1.12.2**

**setenvNETCDF/usr/local/wrf/netcdf**

**prepend-path PATH$HDF5/bin:$PNETCDF/bin:$NETCDF/bin**

**prepend-path LD\_LIBRARY\_PATH$ZLIB/lib:$HDF5/lib:$PNETCDF/lib:$NETCDF/lib**

**执行以下命令，在当前shell中加载环境变量**

**module use /usr/local/wrf/**

**module load /usr/local/wrf/wrf\_modulefiles**

**若要避免每打开一个shell，导入一次变量。可写入到系统配置文件中。**

**vi /etc/profile**

**新增如下内容：**

**module use /usr/local/wrf/**

**module load /usr/local/wrf/wrf\_modulefiles**

----结束

# 获取源码

操作步骤

下载WRF安装包“v4.2.tar.gz”。

下载地址：<https://github.com/wrf-model/WRF/archive/refs/tags/v4.2.tar.gz>。

----结束

# 编译和安装

操作步骤

使用PuTTY工具，以root用户登录服务器。

执行以下命令解压WRF安装包。

**tar -zxvfv4.2.tar.gz –C /usr/local/wrf/**

注：*/usr/local/wrf/为举例说明路径，请根据用例存放实际路径修改。*

执行以下命令进入WRF源码所在目录。

**cd /usr/local/wrf/&& mv WRF-4.2wrf-4.2**

**cd wrf-4.2/**

制作Patch补丁。

**vi configure.defaults.patch**

写入以下内容并保存：

--- ./arch/configure.defaults 2020-04-24 01:08:37.000000000 +0800

+++ ../WRF-4.2.2/arch/configure.defaults 2021-01-16 01:21:58.000000000 +0800

@@ -44,7 +44,7 @@

CC\_TOOLS = cc

###########################################################

-#ARCH Linux i486 i586 i686, gfortran compiler with gcc #serial smpardmpardm+sm

+#ARCH Linux i486 i586 i686 armv7l aarch64, gfortran compiler with gcc #serial smpardmpardm+sm

#

DESCRIPTION = GNU ($SFC/$SCC)

DMPARALLEL = # 1

@@ -73,8 +73,9 @@

FORMAT\_FIXED = -ffixed-form

FORMAT\_FREE = -ffree-form -ffree-line-length-none

FCSUFFIX =

+FCCOMPAT =

BYTESWAPIO = -fconvert=big-endian -frecord-marker=4

-FCBASEOPTS\_NO\_G = -w $(FORMAT\_FREE) $(BYTESWAPIO)

+FCBASEOPTS\_NO\_G = -w $(FORMAT\_FREE) $(BYTESWAPIO) $(FCCOMPAT)

FCBASEOPTS = $(FCBASEOPTS\_NO\_G) $(FCDEBUG)

MODULE\_SRCH\_FLAG =

TRADFLAG = CONFIGURE\_TRADFLAG

@@ -785,8 +786,9 @@

FORMAT\_FIXED = -ffixed-form

FORMAT\_FREE = -ffree-form -ffree-line-length-none

FCSUFFIX =

+FCCOMPAT =

BYTESWAPIO = -fconvert=big-endian -frecord-marker=4

-FCBASEOPTS\_NO\_G = -w $(FORMAT\_FREE) $(BYTESWAPIO)

+FCBASEOPTS\_NO\_G = -w $(FORMAT\_FREE) $(BYTESWAPIO) $(FCCOMPAT)

FCBASEOPTS = $(FCBASEOPTS\_NO\_G) $(FCDEBUG)

MODULE\_SRCH\_FLAG =

TRADFLAG = CONFIGURE\_TRADFLAG

@@ -1006,8 +1008,9 @@

FORMAT\_FIXED = -ffixed-form

FORMAT\_FREE = -ffree-form -ffree-line-length-none

FCSUFFIX =

+FCCOMPAT =

BYTESWAPIO = -fconvert=big-endian -frecord-marker=4

-FCBASEOPTS\_NO\_G = -w $(FORMAT\_FREE) $(BYTESWAPIO)

+FCBASEOPTS\_NO\_G = -w $(FORMAT\_FREE) $(BYTESWAPIO) $(FCCOMPAT)

FCBASEOPTS = $(FCBASEOPTS\_NO\_G) $(FCDEBUG)

MODULE\_SRCH\_FLAG =

TRADFLAG = CONFIGURE\_TRADFLAG

@@ -1049,8 +1052,9 @@

FORMAT\_FIXED = -ffixed-form

FORMAT\_FREE = -ffree-form -ffree-line-length-none

FCSUFFIX =

+FCCOMPAT =

BYTESWAPIO = -fconvert=big-endian -frecord-marker=4

-FCBASEOPTS\_NO\_G = -w $(FORMAT\_FREE) $(BYTESWAPIO)

+FCBASEOPTS\_NO\_G = -w $(FORMAT\_FREE) $(BYTESWAPIO) $(FCCOMPAT)

FCBASEOPTS = $(FCBASEOPTS\_NO\_G) $(FCDEBUG)

MODULE\_SRCH\_FLAG =

TRADFLAG = CONFIGURE\_TRADFLAG

@@ -1772,8 +1776,9 @@

FORMAT\_FIXED = -ffixed-form

FORMAT\_FREE = -ffree-form -ffree-line-length-none

FCSUFFIX =

+FCCOMPAT =

BYTESWAPIO = -fconvert=big-endian -frecord-marker=4

-FCBASEOPTS\_NO\_G = -w $(FORMAT\_FREE) $(BYTESWAPIO)

+FCBASEOPTS\_NO\_G = -w $(FORMAT\_FREE) $(BYTESWAPIO) $(FCCOMPAT)

FCBASEOPTS = $(FCBASEOPTS\_NO\_G) $(FCDEBUG)

MODULE\_SRCH\_FLAG =

TRADFLAG = CONFIGURE\_TRADFLAG

@@ -1829,7 +1834,7 @@

CC\_TOOLS = $(SCC)

###########################################################

-#ARCH Linux x86\_64 ppc64le i486 i586 i686 #serial smpardmpardm+sm

+#ARCH Linux x86\_64 ppc64le i486 i586 i686, ifort compiler with icc #serial smpardmpardm+sm

#

DESCRIPTION = INTEL ($SFC/$SCC): HSW/BDW

DMPARALLEL = # 1

@@ -1873,7 +1878,7 @@

CC\_TOOLS = $(SCC)

###########################################################

-#ARCH Linux KNL x86\_64 ppc64le i486 i586 i686 #serial smpardmpardm+sm

+#ARCH Linux KNL x86\_64 ppc64le i486 i586 i686, ifort compiler with icc #serial smpardmpardm+sm

#

DESCRIPTION = INTEL ($SFC/$SCC): KNL MIC

DMPARALLEL = # 1

@@ -1946,8 +1951,9 @@

FORMAT\_FIXED = -ffixed-form

FORMAT\_FREE = -ffree-form -ffree-line-length-none

FCSUFFIX =

+FCCOMPAT =

BYTESWAPIO = -fconvert=big-endian -frecord-marker=4

-FCBASEOPTS\_NO\_G = -w $(FORMAT\_FREE) $(BYTESWAPIO)

+FCBASEOPTS\_NO\_G = -w $(FORMAT\_FREE) $(BYTESWAPIO) $(FCCOMPAT)

FCBASEOPTS = $(FCBASEOPTS\_NO\_G) $(FCDEBUG)

MODULE\_SRCH\_FLAG =

TRADFLAG = -traditional

为WRF打上补丁：

**yum install csh patch time -y**

**patch -p1 < ./configure.defaults.patch**

**echo 4 | ./configure**

**sed -i 's/derf/erf/g' ./phys/module\_mp\_SBM\_polar\_radar.F**

**sed -i -e 's/gcc/clang/g' \**

**-e 's/gfortran/flang/g' \**

**-e 's/mpicc/mpicc -DMPI2\_SUPPORT/g' \**

**-e 's/ -ftree-vectorize//g' \**

**-e 's/length-none/length-0/g' \**

**-e 's/-frecord-marker\=4/ /g' \**

**-e 's/\-w \-O3 \-c/-mcpu=native \-w \-O3 \-c/g' \**

**-e 's/\# \-g $(FCNOOPT).\*/\-g/g' \**

**-e 's/$(FCBASEOPTS\_NO\_G)/-mcpu=native $(OMP) $(FCBASEOPTS\_NO\_G)/g' configure.wrf**

**ln -sf /usr/lib64/libz.so.1.2.11 /usr/lib64/libz.so**

执行以下命令进行编译。

**./compile -j $(nproc)em\_real | tee compile.log**

----结束

# 运行和验证

操作步骤

使用PuTTY工具，以root用户登录服务器。

下载WRF测试用例“conus12km”。

下载地址：<https://www2.mmm.ucar.edu/wrf/src/conus12km.tar.gz>。

使用SFTP工具将测试用例上传至服务器*“/path/to/conus12km”*目录。

解压测试数据。

**tar xf conus12km.tar.gz --strip 1 -C /usr/local/wrf/conus12km**

注：*/usr/local/wrf/为举例说明路径，请根据用例存放实际路径修改。*

执行以下命令进入工作目录并把测试用例和二进制文件拷贝到工作目录。

**cp -r /usr/local/wrf/wrf-4.2/run/\*c**onus12km

提示覆盖namelist.input时，请选择“否”。

**cd conus12km**

**ln -sf/usr/local/wrf/wrf-4.2/main/\*.exe .**

若进行单节点测试，则执行以下命令：

**mpirun -np64 ./wrf.exe**

注：*-np64*指定使用的CPU核数，请根据实际情况修改。

若使用root用户操作时报错，请尝试执行：

**mpirun --allow-run-as-root -np** 64 **./wrf.exe**

若进行多节点测试

多节点测试以双节点为例，前提说明：

1、双节点算例运行在共享目录中，如第四章节配置编译中已配置，无需再配置PATH，LD\_LIBRARY\_PATH环境变量

2、相关参数

|  |  |
| --- | --- |
| **参数** | **说明** |
| **-np** | 指mpi运行的总进程数 |
| **-N** | 每个节点上运行的进程数 |
| **--hostfile** | 使用的节点名字 |

3、hostfile文件中放入自己指定的两个计算节点(如*Node1*和*Node2*,其中*Node1*和*Node2*均为主机名称，保证节点相互可以ssh切换成功)，如下所示:

Node1

Node2

执行以下命令运行WRF程序：

**mpirun--allow-run-as-root–hostfile**hostfile**-x PATH=$PATH -x LD\_LIBRARY\_PATH=$LD\_LIBRARY\_PATH-np** *256* ***–N*** *128* **./wrf.exe**

要验证WRF正确运行，请执行：

**tail rsl.out.0000**

若输出中出现：

wrf: SUCCESS COMPLETE WRF

则说明WRF测试成功完成。

----结束

# 修订记录

| 发布日期 | 修订记录 |
| --- | --- |
| 2022-07-30 | 第一次正式发布。 |