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In this practical session, we will learn how to use Stata to compare several means and to examine the association between two or more continuous variables. Up to now, we have dealt with the difference between two means and in this session we will extend to the comparison of more than two means.

1. Assess the correlations between two continuous variables (correlation).
2. Examine whether there are differences by age groups in BMI We also need to check the assumption of the equality of variances between the groups (sdtest).
3. Examine whether there are differences in cholesterol and BMI according to physical health which is captured using three groups (anova).

We’ll be using the elsa dataset again.

load("elsa.Rdata")

# 1. Assess the correlations between two continuous variables

**Q. Calculate the 95% confidence intervals for the mean of the variables we will be using in this exercise cholesterol, blood CRP and bmi (chol, crp, bmi, age)**

elsa %>%  
 select(chol, crp, bmi, age) %>%  
 map(t.test)

## $chol  
##   
## One Sample t-test  
##   
## data: .x[[i]]  
## t = 269.34, df = 2474, p-value < 2.2e-16  
## alternative hypothesis: true mean is not equal to 0  
## 95 percent confidence interval:  
## 5.936061 6.023131  
## sample estimates:  
## mean of x   
## 5.979596   
##   
##   
## $crp  
##   
## One Sample t-test  
##   
## data: .x[[i]]  
## t = 28.874, df = 2170, p-value < 2.2e-16  
## alternative hypothesis: true mean is not equal to 0  
## 95 percent confidence interval:  
## 3.534959 4.050117  
## sample estimates:  
## mean of x   
## 3.792538   
##   
##   
## $bmi  
##   
## One Sample t-test  
##   
## data: .x[[i]]  
## t = 331.71, df = 2929, p-value < 2.2e-16  
## alternative hypothesis: true mean is not equal to 0  
## 95 percent confidence interval:  
## 27.36890 27.69438  
## sample estimates:  
## mean of x   
## 27.53164   
##   
##   
## $age  
##   
## One Sample t-test  
##   
## data: .x[[i]]  
## t = 350.33, df = 3128, p-value < 2.2e-16  
## alternative hypothesis: true mean is not equal to 0  
## 95 percent confidence interval:  
## 59.78400 60.45697  
## sample estimates:  
## mean of x   
## 60.12049

The mean age of this sample is 60.1, the mean BMI is 27.5 kg/m2 , the mean (total) cholesterol is 6.0 mmol/l and the mean blood CRP level is 3.8 mg/l.

**Q. Assess the correlation coefficient for the associations of each pair of variables specified**

We are now interested in examining the association between two continuous variables. This is done through the calculation of a correlation coefficient. The correlation is a measure (single number) to assess the association between two variables, i.e. if the values of one variable tend to be higher (or, alternatively, lower) for higher values of the other variable. The Pearson’s correlation coefficient (r) is used to assess the association between two continuous variables that either one or both of them are normally distributed.

First let’s check the distribution of the three variables, bmi, chol, and age. We can create histograms of the variables using the qplot() function from the ggplot2 packages loaded with the tidyverse. If you pass a numeric vector to the qplot() function, it produces a histogram by default, by other plots are possible (e.g. boxplots).

qplot(elsa$chol)

## `stat\_bin()` using `bins = 30`. Pick better value with `binwidth`.

## Warning: Removed 654 rows containing non-finite values (stat\_bin).
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qplot(elsa$bmi)

## `stat\_bin()` using `bins = 30`. Pick better value with `binwidth`.

## Warning: Removed 199 rows containing non-finite values (stat\_bin).
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qplot(elsa$age)

## `stat\_bin()` using `bins = 30`. Pick better value with `binwidth`.

![](data:image/png;base64,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)

We can see that although age is not normally distributed, the others are sufficiently enough to enable us to proceed.

We can obtain correlation coefficients for the associations of each pair of variables specified using the function cor.test(). The function takes two vectors as inputs and returns the correlation coefficient (r), the 95% CI for r, and p-values for null hypothesis that the true (population) correlation is zero.

cor.test(elsa$chol, elsa$age)

##   
## Pearson's product-moment correlation  
##   
## data: elsa$chol and elsa$age  
## t = 8.6716, df = 2473, p-value < 2.2e-16  
## alternative hypothesis: true correlation is not equal to 0  
## 95 percent confidence interval:  
## 0.1332852 0.2097638  
## sample estimates:  
## cor   
## 0.1717833

cor.test(elsa$bmi, elsa$age)

##   
## Pearson's product-moment correlation  
##   
## data: elsa$bmi and elsa$age  
## t = 1.3428, df = 2928, p-value = 0.1795  
## alternative hypothesis: true correlation is not equal to 0  
## 95 percent confidence interval:  
## -0.01141464 0.06096390  
## sample estimates:  
## cor   
## 0.02480714

cor.test(elsa$chol, elsa$bmi)

##   
## Pearson's product-moment correlation  
##   
## data: elsa$chol and elsa$bmi  
## t = 4.455, df = 2341, p-value = 8.784e-06  
## alternative hypothesis: true correlation is not equal to 0  
## 95 percent confidence interval:  
## 0.05138408 0.13169455  
## sample estimates:  
## cor   
## 0.09168841

**Q: Are there any coefficients that are strong, i.e. above 0.7?**

We can see that although there were some correlations where the p value was <0.05 the size of these associations were usually very low.

Like in all correlations, the values range between -1 and 1, where -1 is indicative of the perfect negative association and +1 indicates the perfect positive association, while a value of 0 indicates no association whatsoever. By “negative correlation”, we mean a correlation whereby lower values of one variable are associated with higher values of the other variable. On the other hand, a “positive correlation” is when higher values of one variable are associated with higher values of the other variable.

In terms of further interpretation of the value of the correlation coefficient (r), this is in essence a measure of the scatter of the points around an underlying linear trend; the greater the spread of the points the lower the correlation. A useful practical guide can be provided by multiplying the squared value of r with 100 (100\*r2); this gives the percentage of variability of the data that is “explained” by the linear association between the two variables. while a higher absolute value of r, i.e. one that is closer to either +1 or -1, indicates a stronger association, a small r does not necessarily mean lack of association overall. There can be other forms of association, not just linear, between the two variables.

The largest association was between age and cholesterol (r=0.17) indicating that 2.9% (100\*0.1722) of the variability between the two variables is explained by their linear association. This could be because the association between these two variables is actually non-linear, that there is not really a strong association between age and bmi, or that we don’t see a difference when we use age as a continuous variable in this way. It is also important to make a clear conceptual distinction between association and causation. While a high absolute value for a correlation coefficient shows a strong linear association between two variables, this association is not necessarily causal. Establishing causation between two variables requires a judgement that takes into account many other important conditions, not just a strong association.

# 2. Examining whether there are differences in BMI by age groups

We will look in more detail at the association between age and BMI, creating a new binary variable to do this and then use an unpaired t-test. We will also check the assumption of the equality of variances between the groups using the standard deviation test.

**Q. Create a new variable which recodes the variable age into two age groups (50-64 and 65+)**

We can use the case\_when()and factor() functions within mutate() to create a new categorical age variable.

elsa <- elsa %>%  
 mutate(age\_grps = case\_when(age >= 65 ~ "65+", # 65+ if age >= 65  
 age >= 50 & age < 65 ~ "50-64"), # 50-64 is age >= 50 & age <65  
 age\_grps = factor(age\_grps, levels = c("50-64", "65+"))) # Convert to factor!  
by(elsa$age, elsa$age\_grps, summary) # Check worked correctly

## elsa$age\_grps: 50-64  
## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 50.00 53.00 56.00 56.49 60.00 64.00   
## ------------------------------------------------------------   
## elsa$age\_grps: 65+  
## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 65.00 67.00 71.00 71.67 75.00 90.00

**Q. Assess the equality of variances assumption for a t-test testing the association between BMI and age.**

The default behaviour of the t.test() function is to assume unequal variances when conducted an upaired two-sample t-test. We can test this assumption using the var.test() function. It has a similar syntax to t.test().

Note, we do not really use this test that often-in practice, because the t-test is very robust and can give trustworthy results even when there is a slight violation of assumptions (i.e. we could have assumed equal variances and got similar t-test results).

var.test(bmi ~ age\_grps, elsa)

##   
## F test to compare two variances  
##   
## data: bmi by age\_grps  
## F = 1.1585, num df = 1552, denom df = 934, p-value = 0.01277  
## alternative hypothesis: true ratio of variances is not equal to 1  
## 95 percent confidence interval:  
## 1.031927 1.298383  
## sample estimates:  
## ratio of variances   
## 1.158475

**Q: Is the assumption of unequal variances correct?**

This is a two-sided test of the (null) hypothesis that the variances are equal, the alternative hypothesis is that they are not equal. If we decide to use a 5% significance level then we can see that we must reject null hypothesis and so the assumption of unequal variances is in the t.test() function is correct (p<0.05).

**Q. Use the t-test to assess whether there are differences in bmi between the two age groups.**

We do not need to change the t-test to assume unequal variances. However, we can see that since the t-test is very robust and you would have got practically the same result even if you had ignored the violation of its assumptions and did not employ the “unequal” feature.

t.test(bmi ~ age\_grps, elsa)

##   
## Welch Two Sample t-test  
##   
## data: bmi by age\_grps  
## t = -1.596, df = 2081.8, p-value = 0.1106  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -0.63477016 0.06515785  
## sample estimates:  
## mean in group 50-64 mean in group 65+   
## 27.43013 27.71494

t.test(bmi ~ age\_grps, elsa, var.equal = TRUE)

##   
## Two Sample t-test  
##   
## data: bmi by age\_grps  
## t = -1.5671, df = 2486, p-value = 0.1172  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -0.64118056 0.07156826  
## sample estimates:  
## mean in group 50-64 mean in group 65+   
## 27.43013 27.71494

**Q: Are there differences in bmi between the two age groups?**

The t-test (using the “unequal” feature to account for the non-equal variances between the two groups) shows that there is little difference in the mean BMI between adults aged 50-64 and those aged 65 or older (p=0.11). Results are differ little when changing the assumptions.

**Formative Exercise: Test the equality of variances assumption and then running the appropriate t-test for cholesterol (chol) and age**

# 3. Assessing diffeences between three or more groups: the ANOVA

Now, we are ready to assess whether there are differences in the three outcome variables by physical activity groups. First we will look at this new exposure variable (physact) and then because it is a categorical variable with more than two groups, we will use one way Anova to examine whether there are differences in mean bmi, cholesterol and crp by these three groups of physical activity.

## 3.2 Examining physical activity

str(elsa$physact)

## Factor w/ 3 levels "Group 1 -low",..: 1 1 1 1 1 2 2 2 2 2 ...  
## - attr(\*, "label")= chr "3 categories of physical activity (1=low, 3=high)"

table(elsa$physact) # To get frequencies by group

##   
## Group 1 -low Group 2 - medium Group 3 - high   
## 1321 1051 756

prop.table(table(elsa$physact)) # To get proportions in each group

##   
## Group 1 -low Group 2 - medium Group 3 - high   
## 0.4223146 0.3359974 0.2416880

We can see that there are three categories of physical activity assessed in our dataset. We can see that most people (42%) report low levels of physical activity in our sample, which is not surprising perhaps, since this is an ageing study.

by(elsa$bmi, elsa$physact, mean, na.rm = TRUE)

## elsa$physact: Group 1 -low  
## [1] 28.33287  
## ------------------------------------------------------------   
## elsa$physact: Group 2 - medium  
## [1] 27.25954  
## ------------------------------------------------------------   
## elsa$physact: Group 3 - high  
## [1] 26.56143

aov\_res <- aov(bmi ~ physact, elsa)  
summary(aov\_res)

## Df Sum Sq Mean Sq F value Pr(>F)   
## physact 2 1526 763.1 38.82 <2e-16 \*\*\*  
## Residuals 2926 57517 19.7   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
## 200 observations deleted due to missingness

Examine whether there are differences in cholesterol, blood CRP and bmi according to physical health, which is assessed using three groups (anova).

# Compute the analysis of variance

res.aov <- aov(weight ~ group, data = my\_data) # Summary of the analysis summary(res.aov)

## 1.1. Calculating means and 95% confidence intervals (CIs)

First, to recap from last week, please calculate the 95% confidence intervals for the mean for systolic blood pressure (sbp), diastolic blood pressure (dbp), BMI (bmi) and baseline cholesterol (chol).

t.test(elsa$sbp)

##   
## One Sample t-test  
##   
## data: elsa$sbp  
## t = 370.7, df = 2691, p-value < 2.2e-16  
## alternative hypothesis: true mean is not equal to 0  
## 95 percent confidence interval:  
## 139.6404 141.1256  
## sample estimates:  
## mean of x   
## 140.383

t.test(elsa$dbp)

##   
## One Sample t-test  
##   
## data: elsa$dbp  
## t = 337.22, df = 2691, p-value < 2.2e-16  
## alternative hypothesis: true mean is not equal to 0  
## 95 percent confidence interval:  
## 76.87486 77.77409  
## sample estimates:  
## mean of x   
## 77.32448

t.test(elsa$bmi)

##   
## One Sample t-test  
##   
## data: elsa$bmi  
## t = 331.71, df = 2929, p-value < 2.2e-16  
## alternative hypothesis: true mean is not equal to 0  
## 95 percent confidence interval:  
## 27.36890 27.69438  
## sample estimates:  
## mean of x   
## 27.53164

t.test(elsa$chol)

##   
## One Sample t-test  
##   
## data: elsa$chol  
## t = 269.34, df = 2474, p-value < 2.2e-16  
## alternative hypothesis: true mean is not equal to 0  
## 95 percent confidence interval:  
## 5.936061 6.023131  
## sample estimates:  
## mean of x   
## 5.979596

Note, what we have done here is repetitive. We could have made this simpler using the map() function from the package purrr which is loaded with tidyverse. map() takes a collection of objects and repeats a function on each object within the collection. If we pass map() a data.frame, it will carry out a function for each column (variable). The first input to map() is the collection of objects, the second input is the function to be repeated.

elsa %>%  
 select(sbp, dbp, bmi, chol) %>% # Keep the relevent variables  
 map(t.test)

## $sbp  
##   
## One Sample t-test  
##   
## data: .x[[i]]  
## t = 370.7, df = 2691, p-value < 2.2e-16  
## alternative hypothesis: true mean is not equal to 0  
## 95 percent confidence interval:  
## 139.6404 141.1256  
## sample estimates:  
## mean of x   
## 140.383   
##   
##   
## $dbp  
##   
## One Sample t-test  
##   
## data: .x[[i]]  
## t = 337.22, df = 2691, p-value < 2.2e-16  
## alternative hypothesis: true mean is not equal to 0  
## 95 percent confidence interval:  
## 76.87486 77.77409  
## sample estimates:  
## mean of x   
## 77.32448   
##   
##   
## $bmi  
##   
## One Sample t-test  
##   
## data: .x[[i]]  
## t = 331.71, df = 2929, p-value < 2.2e-16  
## alternative hypothesis: true mean is not equal to 0  
## 95 percent confidence interval:  
## 27.36890 27.69438  
## sample estimates:  
## mean of x   
## 27.53164   
##   
##   
## $chol  
##   
## One Sample t-test  
##   
## data: .x[[i]]  
## t = 269.34, df = 2474, p-value < 2.2e-16  
## alternative hypothesis: true mean is not equal to 0  
## 95 percent confidence interval:  
## 5.936061 6.023131  
## sample estimates:  
## mean of x   
## 5.979596

Remember, the pipe operation, %>%, takes the object on the left hand side and puts it into the first argument of the function on the right hand side.

## 1.1. One sample t-test

**Q: Compare whether the mean systolic blood pressure in this sample is significantly different from the population mean (estimated to be 130 mmHg).**

The variable of interest is systolic blood pressure (sbp). Recall you can use the function look\_for() from the package janitor to explore the elsa dataset.

t.test(elsa$sbp, mu = 130)

##   
## One Sample t-test  
##   
## data: elsa$sbp  
## t = 27.417, df = 2691, p-value < 2.2e-16  
## alternative hypothesis: true mean is not equal to 130  
## 95 percent confidence interval:  
## 139.6404 141.1256  
## sample estimates:  
## mean of x   
## 140.383

Mean systolic blood pressure in the sample is 140.4 mmHg (95% CI: 139.6, 141.1). This is higher than the reference value of 130 mmHg. The output shows a small p-value (< 0.01) and a large t-statistic. The results suggest that the mean systolic blood pressure in the sample from which ELSA participants are drawn is not 130 mmHg.

# 2. Comparison of two independent samples: the unpaired t-test

If we are asked to assess the potential differences in a continuous normally distributed outcome (systolic blood pressure at baseline) between two groups of a dichotomous variable (sex) then we can use the (unpaired) t-test. This test is only for examining differences between two groups, if you need to do some work in creating the appropriate variable for that, such as recoding an existing variable has more than two categories. The data that we collected in order to make the comparison are from independent samples; the measurements in men are not connected in any way to the measurements in women (they are different people).

The same principle previously discussed for hypothesis testing for comparing a mean with a hypothesised value applies to the comparison of two sample means. In this case, the null hypothesis states that there is no difference between the two means in the populations from which the sample means are drawn. If the null hypothesis is correct, then the difference between the two means that we have observed in the sample would be due to sampling variation. We then estimate the probability of observing this difference in the sample if the null hypothesis (of no difference in the population) were true. We do this by taking the difference between the two means in our sample and assessing its relative position in the respective sampling distribution of mean differences. In other words, we assess whether the difference between the sample means lies as far away from the hypothesised difference between the population means so that to be included in the margins of the sampling distribution that correspond to the extreme 5% of means (2.5% lower and 2.5% upper) or not.

We can compare independent means using the syntax t.test(x ~ group, data). For the present question:

t.test(sbp ~ sex, elsa)

##   
## Welch Two Sample t-test  
##   
## data: sbp by sex  
## t = 1.9418, df = 2667.9, p-value = 0.05227  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -0.01426405 2.92279692  
## sample estimates:  
## mean in group male mean in group female   
## 141.1976 139.7434

**Q: Are there differences in systolic blood pressure at baseline between men and women?**

The output provides the mean systolic blood pressure in each group (males and females). It also provides a 95% CI for the difference in the means (-0.014, 2.922) and a p-value for whether the difference in means is statistically significantly different from zero (p = 0.05227). We can infer that the p value is greater than 0.05 if the 95% CIs overlap zero, which they do in this case - but only just. The results state that if we assume the population mean in males and females is zero, we would get a different in means at least as large is 5.227% of samples.

**Q: Are there differences by BMI groups?**

For this, we need to recode the grouped BMI (bmi4) into two groups: (i) people with BMI under 25, (ii) people with BMI over 25. Let’s use the function fct\_collapse() from the package forcats (part of the tidyverse) to do this.

levels(elsa$bmi4)

## [1] "Under 20" "Over 20-25" "Over 25-30" "Over 30"

elsa <- elsa %>%  
 mutate(bmi\_bin = fct\_collapse(bmi4,   
 "Less than 25" = levels(bmi4)[1:2],  
 "Over 25" = levels(bmi4)[3:4]))  
table(elsa$bmi\_bin, elsa$bmi4, useNA = "ifany")

##   
## Under 20 Over 20-25 Over 25-30 Over 30 <NA>  
## Less than 25 63 814 0 0 0  
## Over 25 0 0 1336 717 0  
## <NA> 0 0 0 0 199

I used the table() function to confirm that we recoded the BMI variable correctly. This is good practice.

Now, we can compare mean systolic blood pressure by BMI groups.

t.test(sbp ~ bmi\_bin, elsa)

##   
## Welch Two Sample t-test  
##   
## data: sbp by bmi\_bin  
## t = -8.9472, df = 1412, p-value < 2.2e-16  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -9.122468 -5.841646  
## sample estimates:  
## mean in group Less than 25 mean in group Over 25   
## 134.9582 142.4403

The output provides the mean systolic blood pressure in each group (low and high BMI). It also provides a 95% CI for the difference in the means (-9.12, -5.84) and a p-value for whether the difference in means is statistically significantly different from zero (p < 0.01). We can infer that the p value is less than 0.05 because the 95% CIs do not overlap zero. The null hypothesis of no difference can be rejected. The results suggest that systolic blood pressure is higher among high BMI individuals.

# 3. Comparison of two dependent samples: the paired t-test

For the next few exercises, we are going to use a different dataset: contin2.Rdata. This is data extracted from a trial assessing the effectiveness of surgical periodontal treatment (treatment of the severe inflammation of the gums) using different oral and general health outcomes.

load("contin2.Rdata")

Up to now, the difference between the two means referred to independent observations (separate groups of subjects). However, there are cases where the data are paired. Data are considered to be **paired** in the following circumstances:

1. When the **same individuals are studied more than once**, usually in different circumstances (**pre- and post**-treatment measurements). This happens, for example, in a clinical trial evaluating the effect of a treatment (e.g. periodontal treatment) on an outcome (e.g. quality of life); the quality of life of each patient is measured first before and then after treatment. Then, for each patient we have a pair of measurements of the outcome and we should consider all these pairs when we estimate the effect of treatment on the outcome.
2. When we have two **different groups of subjects who have been individually matched** (e.g. in a matched pair case-control study or in a clinical trial with matched controls). In this case, individuals are matched during the sample selection, so that they have key characteristics in common (e.g. age, sex, socioeconomic status etc.). Then, the data does not consist of two independent groups, but rather of case-control pairs and this pairing should be considered in the analysis.

When the data are paired, this should guide the analysis appropriately. In such cases, we need to focus on the **difference in the outcome measurement between each pair**. The analysis is effectively reduced to a one-sample problem: we calculate the difference between each pair (x = x1 – x2) and treat these differences as a single sample of differences.

## 3.1. Differences before and after treatment for the whole sample

If data are paired (both outcomes are measured on the same person), then you use a paired t-test to examine differences. The code for this is below.

t.test(contin2$oidpsco2, contin2$oidpsco1, paired = TRUE)

##   
## Paired t-test  
##   
## data: contin2$oidpsco2 and contin2$oidpsco1  
## t = -3.1052, df = 44, p-value = 0.003322  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -5.851590 -1.245379  
## sample estimates:  
## mean of the differences   
## -3.548485

The first two arguments are the two (paired) vectors and the paired argument is set to TRUE. The difference is the first vector minus the second (in this case, the change between measurement 1 and 2).

**Q: Are there differences before and after treatment for the whole sample in terms of quality of life (oidpsco1 and oidpsco2)?**

The sample had lower quality of life score, comparing measurement 2 (oidpsco2) to measurement 1 (oidpsco1). (A lower score on the measure indicates better quality of life.) The confidence interval does not overlap zero and the p-value is very small (< 0.01). This suggests that quality of life improved through time.

## 3.2. Differences before and after treatment between treatment (tx) groups.

Again, we use the paired t-test here but we need to carry out the test separately for different subgroups in the sample. We can use sub-setting as so:

levels(contin2$tx)

## [1] "control (scale+polish)" "test (intensive care + extractions)"

t.test(contin2$oidpsco2[contin2$tx == levels(contin2$tx)[1]],   
 contin2$oidpsco1[contin2$tx == levels(contin2$tx)[1]],   
 paired = TRUE)

##   
## Paired t-test  
##   
## data: contin2$oidpsco2[contin2$tx == levels(contin2$tx)[1]] and contin2$oidpsco1[contin2$tx == levels(contin2$tx)[1]]  
## t = -2.3922, df = 17, p-value = 0.02857  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -8.3309442 -0.5225912  
## sample estimates:  
## mean of the differences   
## -4.426768

t.test(contin2$oidpsco2[contin2$tx == levels(contin2$tx)[2]],   
 contin2$oidpsco1[contin2$tx == levels(contin2$tx)[2]],   
 paired = TRUE)

##   
## Paired t-test  
##   
## data: contin2$oidpsco2[contin2$tx == levels(contin2$tx)[2]] and contin2$oidpsco1[contin2$tx == levels(contin2$tx)[2]]  
## t = -2.0171, df = 26, p-value = 0.05412  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -5.98241201 0.05648616  
## sample estimates:  
## mean of the differences   
## -2.962963

**Q: Are the results similar for the treatment groups? Are they similar with the ones shown for the whole sample?**

The results for the quality of life indicate improvement in quality of life in the control group (difference of 4.4; 95% CI: 0.5, 8.3; p=0.029), while the test group reported some improvement in quality of life, though the respective result was marginally not significant (difference of 3.0; 95% CI: -0.1, 6.0; p=0.054).

## 3.3. Testing the difference in quality of life changes between treatment groups.

This is about assessing the difference between two groups in relation to difference before and after treatment. The data are NOT paired, since you only have one observation per participant, i.e. the difference between before- and after-treatment. Firstly we need to calculate this variable for every participant (difference in quality of life before and after treatment), then we will use that to assess differences in that variable between the subgroups (treatment and control).

Let’s create a new variable using the mutate() function from the tidyverse and use the t.test() formula syntax for Section 2 to test for differences between groups.

contin2 <- contin2 %>%  
 mutate(oidpsco\_diff = oidpsco2 - oidpsco1)  
t.test(oidpsco\_diff ~ tx, contin2)

##   
## Welch Two Sample t-test  
##   
## data: oidpsco\_diff by tx  
## t = -0.61956, df = 35.864, p-value = 0.5395  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -6.256093 3.328483  
## sample estimates:  
## mean in group control (scale+polish)   
## -4.426768   
## mean in group test (intensive care + extractions)   
## -2.962963

**Q: Is there a difference between the treatment groups in relation to the before- and after-treatment differences in probing pocket depth?**

The improvement in the quality of life score in the control group was greater (since lower scores indicates better quality of life, the higher the score the worse the quality of life) than the respective reduction in the treatment group: -2.96 (-5.98, 0.06) vs. -4.42 (-8.33, -0.52). The difference in these differences was -1.46 (-6.2, 3.3). The confidence intervals for this difference are wide. We can’t reject the null hypothesis that there is actually no difference in quality of life between the treatment and the control group.

# Formative Exercise

Practice more with the paired t-test. Please assess whether there are differences before and after treatment in probing pocket depth (ppd\_0 – ppd\_2m).