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本学期的高级操作系统主要围绕《UNIX环境高级编程》展开，课程的学习主要通过老师上课讲授、课后自行实现代码展开。关于Unix系统，再此之前，我只有一个粗略的认识，在本次课程中，除了学习到Unix系统的基础知识外，更主要的是让我意识到这样的一个底层系统，其内核的实现是非常完备的。苏老师经常在授课过程中谈及安全的重要性，虽然我们不做攻击系统的任务，但了解系统内部构成，是能进一步认识到如何防控风险的。例如，让我印象最深的一点是，但凡是攻击系统，必然首先要从普通用户，拿到root权限，至于使用注入，信号，溢出等等方式都是攻击的手段。Unix知识的广博，实在不是我一学期的课程就能完全掌握的，因此我也已经建立了github 上每章练习的Repository，可能会在未来将书上的练习一一都写到里面，这样可能才算是真正入门Unix。接下来，我将挑选本课程我印象比较深刻的几个知识点和我实际任务中产生的启发进行记录，以此反馈我所学习到的知识。

1. UNIX基础

AWK

在这节课之前，我并不知道什么是AWK。让我认识到，原来在Unix自带的系统中，是可以通过脚本批量生成源代码的。这是妥妥的生产力呀，利用awk可以批量生成多组实验的脚本，再利用shell批量执行，就可以一次性完成很多实验。由此看来，Unix系统还有许多值得研究的命令和功能。

标准文件与配置

本书给出了UNIX下，ISO C标准定义的头文件，给出了一个完整的体系。在学校的C语言课程中，实际我们只关注于其中很小的一部分内容，这其实是不合适的。说起来，C语言掌握的程度实际上是与这些库深切挂钩的。例如，在python中，我经常会用到的异常捕获机制，在一般的C语言编程中，我们却很少使用。实际上C语言的错误机制应该更底层，更精准。其实老师课程上说的错误代码给了我很深的体会，从错误码判断程序的错误是一件很体现程序员编程能力的事。一方面是知道错误代码背后所实际代表的含义，另一方面是解决这个错误，需要使用什么样的手段。本科与研究生的鸿沟可能就在于此，现有的培养方案其实是比较缺乏的。现有的培养方案依然在照顾那些本科没有学好的知识，而太少着力于更深入知识的讲解。虽然这部分知识，并不能完全依赖于老师的讲解，更多的需要自己去查找和体会，本课程则是给出了一个学习的方向。其实本课程的展开思路也就依赖于这些库。标准I/O库支撑起了I/O部分的内容，信号库也是我们平常完全没接触过的库，这也就是我们为什么信号知识匮乏的原因。

另一方面，通过对本书的环境配置，我认识到每个Unix系统头文件所在的位置是不太一样的。用./来代表当前目录也是之前忽略的一件事。以前只认识到了自己写的可执行文件需要用./xxx来运行，而常用的程序是使用其名字就可以执行的原因。这让我意识到，现实编程问题中存在着很多我忽略的异常的部分，但由于经验、习惯，我将其看成很自然的事，但实际上这些事并不是那么自然。在最近师弟问我在一种我不熟悉的语言下，编译c语言不成功的事件中，我深刻体会到了这点。不知道C语言的原理，想要直接使用，很可能导致连出错都不知道错误在哪，更不必说如何修正这个错误。他的错误在于，没有理解.h文件、.so文件、.a文件这些文件的具体用法，和对应关系。通过本课程，我也确实是第一次理解了动态库、静态库、头文件之间的关系。之前我是都听过这些概念的，但都没去仔细的研究，但在课程讲解的过程中，从运行实例的过程中，我自发地开始意识到这些东西都不像表面的那么显然，而是存在着一些非常合理的规则。

I/O、线程、信号、进程、锁等等这些概念，虽然通过短短的课程，我可能只是听了个大概的印象。但是在我比较好的理解了环境配置，出错问题需要从哪方面去研究，遇到问题需要寻找哪个库去解决（如果Unix自带的库不存在的功能自然知道了需要去找第三方库），那么我觉得之后我再继续自己慢慢体会这些内容也是很容易的事。只是需要一定的时间的耐心去积累。

1. I/O

文件I/O对算法效率的启示

我主要研究的内容为算法效率，所以对IO效率关注得比较多。常规算法通常都是“内存”算法，也就是研究内存情况下的运行效率，但这样的算法往往在实践中没有外存算法应用要广泛。就以搜索树为例，虽然平衡二叉搜索树有非常好的理论效果，但几乎不会有人在写二分查找时，建立一棵红黑树。在数据库中使用最多的，通常也是B树以及B树的变种，这其实是和课程中的文件IO息息相关的。再比如说，虽然基数排序有很好的理论性质，效率为O(n)，堆排序、快速排序的效率都为O（log n），但在实际数据库实践中，我们却都是使用基于归并法的外排序。

这里提及这些算法的原因是在于以前的认知中，我会认为缓存越大越好，也就是说，例如在B树中，我朴素地认为将页换入到内存中就能提高效率了。但是文件的IO告诉我，并不是这样的。最让我印象深刻的是第5章5.8的实验，原来缓存并不是越大越好，这也就意味着，以上的算法，也并不是将越多页换入到内存中，就会有更高的效率，而这个实验则能很好的给予我一条探索的道路。

在做数据库频率估计的时候，我就遇到了这样的实例。通常的随机采样都是需要生成随机数，不断读数据到内存中，再进行估计，这样的效率其实是比较低下的。比如，若是均匀采样，采到的样本分布在所有的块上，那就意味需要从所有块分别提取数据，那就必须要将所有的数据分批都读如内存。但我们如果将算法改进，通过块采样去替代均匀随机采样，那效率将成倍提高。实际上，这也是一种利用缓冲的技术，那么需要进一步研究的就是到底一次将多少块数据放到内存是比较合适的。

1. 线程
2. 信号

信号过去就不是很懂，现在感觉依然一知半解，但是已经可以指导我解决一些问题了。这学期从信号原理理解了一件以前一直没明白的事。在我们写代码时，通常都会因为需要长时间执行，所以会将程序挂起到后台执行。这时候挂起执行的方式是使用&，一个运行的程序放在后台则是需要利用control + Z将其挂起，在用bg命令放到后台执行。甚至在本学期之前，我不是很能理解control+Z和control+C的区别，更不必说还有control+D之类的。过去遇到一个代码卡住时，通常就会按住control再按其他的好多按键，总有一个能将其停下来的。但是，从这学期的信号学习中，我才认识到，原来信号的种类有非常多，信号之间也是有级别的，还可以屏蔽键盘的操作。我认为这才是计算机专业学生应该学会的操作系统知识，这门课变成选修课确实十分可惜。比起学科基础的操作系统，我认为这些知识才是我们欠缺的。那门基础的操作系统，一方面是在学习各种linux操作命令，另一方面是在学习分布式系统，但这些都脱离了操作系统的基础。实际上，我们在工作或者科研的过程中，首先需要面对的其实是自己手中的机器，而不是分布式的机器。我们并没有想象中对单机操作系统掌握得很好，另一方面是我们也并不是老师想象中对操作系统掌握得那么差。举信号的例子来说，虽然我以前确实不知道control+Z和control+C是信号且有区别，但是并不阻止我使用它。研究生的课程确实应该从教命令，知识点改变为教授背后的原理，虽然这确实很难。

借用进程和信号原理，我终于明白了，为什么在将任务放到后台运行前，需要加一个nohup的命令，那是需要屏蔽来自父进程的中断信号。我也终于明白，挂起后再放到后台的进程和没使用nohup就放在后台执行的进程，在终端关闭后，为什么会随之结束。这是我在本科知道，却不明白原理的一件事。理解到整个系统是由一个又一个进程所组成，进程又有着其自己的父进程，而终端开启的进程，则需要收到终端的控制。传说中的挖矿程序也就不那么不可知了。而由这个理论，我也很容易搜到了解决由于终端关闭，所传递中断信号，使后台程序关闭的解决方案。其实也就是将信号屏蔽即可，一方面是使用nohup命令，另一方面是使用类似于screen之类的命令，创建一个与当前终端不想干的“界面”，自然就不受终端的影响，最后是直接忽略信号，即利用disown。