第17章多任务编程

计算机的核心是CPU,基于计算机多核的环境下，为了能提高程序执行的效率，Pythoii提 出了 3种实现多任务编程的方式：多进程、多线程、协程。实际上，多任务就是用户可以在同 一时间内运行多个应用程序，也指应用程序可以在同一时间内运行多个任务，多任务编程是影 响程序性能的重要因素。接下来，本章将为大家介绍多任务编程的知识。

*17.1*多任务的实现噱理

操作系统可以同时运行多个任务。例如，计算机在同一时刻既可以使用浏览器上网，又可 以使用酷我播放音乐，还能挂着QQ工具聊天……所有的这些都体现了多任务运行的现象。

现在,多核CPU已经很普及了。即使使用过去的单核CPU,依然能同时运行多个任务,它是如 何办到的呢？答案是操作系统轮流让每个任务交替执行。例如，任务1执行（HHs以后，再切换 到任务2执行（W的……以此重复执行下去，原理如图17』所示。由于CPU运行的速度实在太 快了，任务切换的速度我们的肉眼根本感知不到，所以从表面上来看，所有的任务是在同时运 行的。
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图17』单核CPU调度任务

图1項 中要执行的任务有QQ、微信、邮箱、百度、酷我等，由于单核CPU每个时间点 只能运行一个任务，所以按照时间片轮转的方式（即任务切换一遍后又重复切换），让每个任 务执行2监（举例值）的时间「从而形成多个任务同时运行的假象。

实际上真正地并行执行多'个任务，只能在多核CPU上完成。不过，计算机要执行的任务 数量非常庞大，远远大于CPU内核的数量.所以操作系统也会自动把任务轮流调度到每个核 心上执行。接下来，使用一张图来分析多核CPU调度任务的原理，如图 以2所示。
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图17-2双核CPU调度任务

图17・2中，双核CPU相当于计算机有两个单核，每个单核负责执行一个任务，这样就能 同时执行两个任务。当这一批的任务运行一段时间（2応）以后,会再分配另外一批任务继续运行, 这样就真正地形成了多任务的同时运行。

上述延伸出两个概念：并发和并行。从宏观角度上来讲，两者都能够同时处理多个任务， 但是两者又有区别。并行是指两个或者多个任务在同一时刻发生，而并发是指两个或者多个任 务在同一时间间隔内发生。比如在某个时间段中膏有若干个程序都处于已启动运行到运行完毕 之间的状态，某个时刻只能有一个程序运行，这种现象就是并发。

这里面的“同时” “并发”只是一种宏观上的感受，实际上从微观层面看只是进程/线程 的轮换执行，由于切换的时间非常短，所以产生了一起执行的感觉。

W兰进程奇绿

要实现并发，首先需要操作系统的支持。现在的操作系统大部分都是多任务操作系统，可 以“同时”执行多个任务。多任务可以在进程或线程的层面执行，接下来我们先来认识一下进程。

程序是写出来没有被执行的代码，它是一个没有生命的实体，只有处理器赋予程序生命时, 即程序代码被操作系统运行起来，它才能成为一个活动的实体，我们称其为进程。

进程是一个进行中的程序，它不只是程序的代码，还包括当前的活动，通过程序计数器的 值和寄存器的内容来表示。

每个应用程序都有一个自己的进程，操作系统会为这个进程分配地址空间。一般情况下， 包括文本区域、数据区域和堆栈。其中，文本区域用于存储处理器执行的代码，数据区域用来 存储变量和进程执行期间使用的动态分配的内存，堆栈区用来存储活动过程调用的指令和本地 变量。

进程具有以下一些特点：

•动态性：进程的实质是程序在多道程序系统中的一次执行过程，进程是动态产生，动态 消亡的。

•并发性：任何进程都可以同其他进程一起并发执行。

•独立性：进程是一个能独立运行的基本单位，同时也是系统分配资源和调度的独立单位。

•异步性？由于进程间的相互制约，使进程具有执行的间断性，即进程按各自独立的、不 可预知的速度向前推进。

17.2.2還繼齣撅态 「. 「「「「 . • .

在操作系统的内核中，进程可以标记为"新建"(created)、"就绪” (ready)、"运行” (running ). “阻塞” (blocked)、“挂起” (suspend)和“终止” (terminated)等状态。 这些状态的切换过程如下：

-当程序从存储介质中加载到内存中，进程的状态变为“新建”。

•进程被创建以后，进程调度器会自动把进程的状态设置成“就绪” o此时，进程等待调 度器做上下文切换。只要处理器处于空闲时，调度器会将进程加载到处理器中，进程的 状态变为“运行”，处理器开始执行这个进程的命令。

•如果进程需要等待某个资源(如用户输入等)，进程的状态会被标记为“阻塞”状态。 当进程获得了等待的资源以后，它的状态又会变回“就绪”O

•当内存中的所有进程都处于“阻塞”状态时，系统会把其中一个进程设置为“挂起”状态, 然后将其在内存中的数据保存到磁盘中*，*这样能释放空间给其他进程使用。

•只要进程执行完成或者被操作系统终止，它就会从内存中被移除或者设置为“终止”状态。 为了让大家更好地理解这些状态的转换关系,接下来通过一张图来进行分析,如图17-3 所示。
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图17-3进程状态的切换

了解进程以后，如何在程序中创建进程呢？在UNIX/Linux操作系统中，坎模块封装了 fb『k()函数供系统调用，可以很轻松地创建进程。

函数的定义格式如下：

os o fork()

执行上述函数会创建一个新的进程(子进程)。与普通函数不同，调用一次这个函数会返 回两次结果，这是因为操作系统自动把当前的进程(称为父进程)复制一份(称为子进程)， 然后分别在父进程和子进程中返回。这个值在子进程中永远返回0,而在父进程中则返回子进 程的IDO

需要注意的是，Windows系统中不能使用forkQ函数。

17.3/1 WforkO

使用fo『k()函数创建子进程，示例如下:

import os

import time process = os a fork() if process==0:

#创建子进程

#子进程走if分支

父进程走else分支

print ( v 子进程--\* )

time sleep (2) print('一 父进程 一 °)

else :

while True:

time.sleep(2)

在上述示例中，调用fork()函数创建了一个子进程，并且把返回的结果赋值给process0若 process的值为0,则打印“子进程”，反之则打印“父进程"。程序运行后成为一个父进程, 父进程在接收到fork命令以后生成一个子进程，就是说此时有两条进程执行接下来的程序。

子进程会返回0给process,所以当子进程执行时会走if语句，父进程会返回大于0的值 给process,所以当父进程执行时会走else语句。由于现在有两个进程在运行程序,所以程序一 直在同时输岀两个分支的打印语句。

程序输出的结果如下：

一父进程一

一子进程一

一子进程一

一父进程一

一子进程一

那么,父进程和子进程哪个先执行呢?子进程和父进程执行的顺序是不固定的,它完全交 由操作系统调度，这个调度除了时间片以外，还有可能受到调度优先级或者其他因素的影响。 (冷多学一招：获取当前迸程的ID

父进程既可以创建子进程，又需要管理子进程。为了便于管理子进程，父进程需要记录每 个子进程的ID,这个表示当前进程的D)可以通过os.getpid()函数进行获取。另外，子进程若 想要获取父进程的ID,则可以调用o&gdppid()函数进行获取。

获取子进程和父进程ID的示例如下：

import os

process = os . fork () # 创建子进程 if process==0:

print (\*我是子进程-%d7父进程是%d! % (os .getpid () , os .getppid ())) #获取父进程的ID

print (，我是父进程-%dz子进程是%d\* % (os .getpid () zprocess) ) #获取当前线程的iD

程序运行的结果如下：

我是父进程-2497,子进程是2498

我是子进程-2498,父进程是2497

(泞注意：

运行程序，若父进程负责执行的任务已经完成了，则程序会直接退出，不会因为子进程没 有结束而出现等待的情况。

龙德魇f◎『女0圖數劎篷缪命琴襪體，

如果在程序中多次使用到fo『k()函数，那么会以怎样的规律来创建新的子进程呢？无论是 父进程还是子进程，只要调用fork()函数，就在这个进程的基础上再增加一条进程，这个进程 会成为父进程，而新增加的进程会成为子进程。

为了让读者更好地理解，接下来，通过一个案例来讲解如何使用fwk()函数来创建多个子 进程，具体代码如下。

|  |  |  |  |
| --- | --- | --- | --- |
| 1 | import os | | |
| 2 | process=os.fork（） | # | 创建子进程 |
| 3 | if process==0: | # | 子进程走这个分支 |
| 4 | print （ T 进程 1' ） |  |  |
| 5 | e 1. s e : | # | 父进程走这个分支 |
| 6 | print （'进程 2 ' ） |  |  |
| 7 | process=os.fork（） | # | 再次创建子进程 |
| 8 | if process==0: |  |  |
| 9 | print （ ,进程 3 \* ） |  |  |
| 10 | else : |  |  |
| 11 | print （ \* 进程 4 \* ） |  |  |

程序在运行以后,只有一个进程从上而下的执行代码,这个进程通常被称为主进程。在第 2行创建了新的子进程,这时下面的程序会交由两个进程执行,如图17・4所示。父进程会执行 else分支的语句*，*子进程会执行if分支的语句。

接着，在第7行又创建了新的进程。此时，运行程序的每条线(进程)各自再拆分为两条线, 也就是说现在有4个进程运行程序，如图17・5所示。此时，两个父进程执行Es©语句，另外两 个子进程执行if语句。因此，程序会输出两遍打印的内容。
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图17-5进程数量变化(由2变成4 )

进程

fork()—-

父进程 子进程

图17-4进程数量变化(由1变成2 )

程序运行的结果如下:

2 4 1 3 4 3  
程程程程程程  
也彩迷迷迷迷

Wo4通过Process龚剑建进程(跨驱膏)

之前在介绍fok()函数时，提到它不能够在Windows系统中使用，显而易见，这点对 Python的跨平台使用有着极大的局限性。因此a Pythoii提供了更加好用的多进程模块multipro­cessing, 该模块是基于fork机制的,而且支持跨平台操作。这个模块中有个Process类,专门 负责实现与进程相关的功能。

不过,在Windows系统中使用multiprocessing模块时，必须使用“if ―name\_== 的方式运行程序。

17.4J SH Fr©cess饗寰例劎還逓體

Process类对象代表着一个进程，其构造函数的语法格式如下:

class multiprocessing.Process(group=Nonef target=Nonez name=None7 args=(), kwargs={}, \*f daemon^None)

上述函数的参数代表的含义如下:

® group:通常为None,仅仅是为了兼容threading .Thread (线程)。

。target：可调用对象，由mn()方法调用。一般情况下，函数会传给该参数，交给子进程运行。

® name：当前进程的名称。若没有指定，Process-! ? Process-2?…类似这样的名字, 数字会从1开始递增。

* args： tai闵调用的位置参数元组。

® kwargs： target调用的关键字参数字典。

* daemon：进程的守护标志。若提供该参数，则将会设置为True或Falseo若没有提供(默 认为None) 9则该标志将从创建的进程中继承。

创建好进程后，要怎样启动这个进程执行任务呢？调用就酒()方法可以启动进程，该方法 的语法格式如下:

start()

为T让读者更好地理解,下面使用Process类创建子进程，并且调用start()方法启动进程， 具体代码如下：

from multiprocessing import Process # 导入模块

import time

import os

def run\_proc () : #指定子进程负责的任务

while True:

print ( 1子进程运行:pid=%d\* %os . getpid.())

time e sleep(1)

if name ==， main , :

process = Process (target=run\_proc) # 创建子进程

process . start () #启动进程,让这个进程开始执行run\_proc函数的代码

while True:

print ( ,父进程运行:pid.=%d \* %os . getpid ())

time。sleep(1)

上述示例中,声明了一个runjproc()函数,作为子进程待执行的任务。

在if—name ==，—main ，语句中，创建了一个Process实例，并为其指定了任务函数。 一旦调用start()函数启动进程，就会执行这个函数中的代码。

程序运行的结果如下：

父进程运行：pid=2401 子进程运行:pid=2402

子进程运行:pid=2402

父进程运行：pid=2401
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使用fo『k()函数创建子进程时，主进程的结束跟子进程是没有任何关系的。但是，若使用 Process类创建子进程，主进程会等待所有的子进程运行完以后才结束。

示例如下：

from multiprocessing import Process

import time

def test () : #子进程要执行的函数

for i in range(5):

print("--test--") time.sleep(1)

if name == ? main !:

process = Process (target=test) #创建一个子进程,为其指定任务函数为test process . start () #启动子进程,开始执行test函数里的代码

print('--main-™ ,)

上述示例中，定义了任务函数於St。在该函数中，使用fOAill打印了 5次输出语句，并且 每打印1次就睡眠1S。由此说明，子进程执行任务要耗费大于或者等于5S的时间。

在if name == ! main J语句中，程序由主进程运行。在运行期间，创建了一个子进 程，并且调用start()启动子进程，输出表示主进程执行完的打印语句。一旦输岀了这条语句， 就表示主进程执行完成。

程序运行的结果如下：

--main--

--test--

--test--

--test--

从输岀的结果可以看岀，主进程优先执行完任务。不过，主进程并没有立即结束程序，而 是等待所有的子进程结束它才结束。

主进程在执行某条语句时，一直在等待某个条件发生。如果该条件不发生，就会一直卡在 这个地方等待，我们把这种现象称为阻塞。

问题是这么多的子进程，每个子进程执行任务的时长是不确定的，主进程应该阻塞多长时 间合适呢？这时，我们需要让这些进程间同步运行。进程间的同步是指，在多进程的环境下， 进程是并发执行的。因这些进程受到一定条件的制约，而互相发送消息，互相合作、互相等待， 使得每个进程按照一定的速度执行的过程。

为此，多进程模块中提供了 join。方法实现进程间的同步。一旦某个子进程调用了 join。 •方法，就会使主进程阻塞，一直到被调用的进程运行结束或者超时。

join方法的语法格式如下:

join ( [time5out])

上述格式中,timeoirt表示超时时长。若设置timeout的值为None,则主进程将会一直阻塞， 直到调用join()方法的子进程结束;若设置timeout为正数，则会阻塞主进程timeout秒。

需要注意的是，上述方法终止或者方法超时，都会返回None,可以通过检查进程的緜他 code属性以确定是否终止。

使用join()方法同步进程的示例如下：

from multiprocessing import Process

import time

def test () : #子进程要执行的函数

for i in range(5):

print time.sleep(1)

if name == \* main !:

process^Process (target=test) #创建一个子进程,为其指定任务函数为test

process . start () #启动子进程,开始执行test函数里的代码 process “ join(2) print(!--main--!)

上述示例中，定义了任务函数test。在该函数中，使用打印输出5遍语句，每打印1 次就睡眠Is。因此须子进程执行完任务要花费5 s左右。

if \_\_name\_ =语句由主进程运行。在运行期间，首先创建一个子进程，执行 此st任务。然后，调用join方法设置主进程阻塞等待子进程2 s的时间，一旦超过2私主进程 就打印语句。

程序运行的结果如下：

—0 —

——main——

—— 2 ——

—3 —

多学一招：Process类其他的属性和方法

Process类还提供了如下一些属性和方法:

® is\_alive()方法：判断进程对象是否还在执行。

* run()方法：如果在创建进程时，没有« target参数绑定的任务函数，那么这个进程对 象调用start()方法时,将执行该对象的run()方法。
* terminate()方法：无论任务是否执行完成，都会立即终止程序。
* name属性:当前进程的名称,*默认为*Process-N, N为从1开始递增的整数。
* pid属性：当前进程的PID值。

17.4.3禳遊Process罄釁劍邇字遙釋

定义一个继承自Process的子类，每次创建这个自定义类的实例时，就等同于实例化一个 进程对象。

为了让读者更好地理解，接下来，定义一个继承自Process的子类，该类用来计算子进程 执行某个任务要耗费多长的时间。具体代码如下言

from multiprocessing import Process import time import os class Process\_Class(Process): def init (selfinterval):

定义继承自Process的子类

Process. init (self)

完成父类的初始化

间隔秒数

重写了 Process类的run ()方法

self.interval = interval

def run(self):

print ("子进程(%s)开始执行,父进程为(%s)"% (os .getpid() z os .getppid ())) time\_start = time . time () # 返回开始时间的时间戳

time o sleep(self.interval) time\_stop = time . time () # 返回结束时间的时间戳

print (" (%s)执行结束,耗时％ 0.2f 秒"% (os» getpid ()*尸* time\_stop - time\_start))

上述示例中，声明了一个自定义的进程类Process\_Class9 一旦创建了该类的进程对象，就 能够统计该进程执行任务所耗费的时间。

在\_init\_()方法中*，*先完成了父类成员的初始化，再定义了一个表示间隔秒数的interval 属性。

为了记录进程在启动和结束的时间差,需要重写从Process类继承的start()方法。由于该 方法会隐式地调用nm()方法，所以可以重写nin()方法。一旦调用s£art()方法启动进程，就会 自动调用重写的run()方法。

在nm()方法中，记录了进程启动的时间。当程序睡眠了 interval秒后,再次记录进程结束 的时间。

使用上述自定义的进程类Process\_Class,创建一个子进程来执行任务,具体代码如下:

if name ==" main ": print ("当前程序进程(%s) "%os . getpid ()) process = Process\_Class(2) #对一个不包含target参数的Process类执行start ()方法，

#就会运行这个类中的run ()方法，所以这里会执行process . run () process•start()

程序执行的结果如下:

当前程序进程(2827)

子进程(2 82 8)开始执行，父进程为(2827 )

(2828)执行结束，耗时2。00秒

\* 17o5进程池撅暈剑建进程

当要创建的进程数量不多时，可以利用Process类动态地生成多个进程。如果要启动大量 的子进程，显然手动创建多个进程的方式是不可取的，这个工作量是非常巨大的。为此，多进 程模块multiprocessing提供了 Pool (进程池)类，可以批量地创建子进程。

创建Pool类的进程池，可使用如下构造方法：

Pool ( [processes[f initializer[e initargs[, maxtasksperchild[, con­text] ]]]])

上述方法的参数所表示的含义如下:

® processes:使用的工作进程数量。*若设为*None,则会使用os.cpu\_count()返回的数量。

® initializer：若该参数不为None,则每个工作进程将在启动时调用initialize^\*initargs)。

* maxtasksperchild：工作进程退出之前可以完成的任务数，并在完成之后使用新的进程来 替代原进程，以使得闲置的资源被释放。如果该参数设为默认值None,那么只要进程 池存在，工作进程就会一直存活。

® context：用在制定工作进程启动时的上下文。

接下来，使用上述方法创建进程池对象，示例如下：

from multiprocessing import Pool

pool=Pool(10)

上述代码创建一个进程池，指定了最大的进程数量为10。

进程池的内部维护了一个进程序列。当使用进程池时，会到进程池中获取一个工作进程。 如果进程池中的进程数量没有达到最大值，那么会创建一个新的进程来执行任务；如果进程池 序列中没有可供使用的进程，那么程序会等待，直到进程池中有可用的进程为止。

[気？注意：进程池的特点是先创建一定数量的进程(无论用不用)。当程序要使用进程时， *闻擀阳盛妒'*

就直接从进程池中取，用完以后再把进程还给进程池，从而增大了进程的重复使用率。
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创建线程池实例后，可以调用apply\_async()方法给进程添加任务，其语法格式如下： apply\_async(func[, args[, kwds[, callbackerror\_callback]]]]) 上述方法的参数代表的含义如下:

@ fonc：异步执行的函数名称。

* args和kwds： fonc函数的参数。

• callback：回调函数。

® error\_callback：程序失败后指定的回调函数。

上述方法会返回一个AsyncResult类对象。如果callback被指定,则callback可以接收一个 参数后被调用。当返回的AsyncResult类对象准备好回调时会调用callback,调用失败时，则用 error\_callback替换callback, callback应该被立即完成，否则处理结果的线程会被阻塞。

上述方法负责异步的执行任务函数，而且禁止任何阻塞操作。意思就是不用等待当前进程 执行完毕,随时根据系统调度切换进程。

接下来，通过一个案例来演示如何使用进程池非阻塞地添加任务，示例如下：

from multiprocessing import Pool # 从模块中导入 Pool 类

import os

import random

impozrt time

def worker(number):

for i in range(2):

print(1--pid=%d--number=%d'%(os o getpid()r number)) time*。*sleep(1)

*if* \_name == \* main \*:

#创建进程池,指定最大进程数量为2

pool==Pool(2)

for i in range(5):

print(''%i)

pool. apply\_async (worker, (ir ) ) # 添加任务

上述示例中，定义了任务函数worker0在该函数中，通过foHn循环打印两遍语句，并且 每次都要睡眠1 s的时间。

创建了一个至多只有两条进程的进程池，接着给这些进程添加了5个任务，每个任务至少 要花费2 s的时间完成。

程序运行的结果如下：

从运行结果可以看出9即使进程池还未完成执行，在主进程结束后整个程序会退岀。 apply\_async()方法返回的是一个AsyncResult类的对象，该类中有个get()方法，用于返回 收到的结果。虽然apply\_async()方法是非阻塞的，但是get()方法却是阻塞的,因此,我们可 以使用get()阻塞主进程。

如果对apply\_async()方法返回的结果不感兴趣，这时就可以在主进程中使用pooLcloseQ 与pool.join()方法来防止主进程退出。

在上述示例的末尾增加语句，具体如下：

#关闭进程池

pool.。close () pool.j oin()

#主进程等待所有子进程执行完毕
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上述两个方法的作用如下：

* close()方法；等待所有进程结束后，才关闭进程池。调用close。方法后，就不能再继续 添加新的进程了。
* join()方法：主进程等待所有子进程执行完毕，必须在close()或於rmina\*()之后调用。 再次运行程序，程序运行的结果如下：

—— 0 ——

—1--

—— 2 ——

——3——

—— 4 ——

-~pid=25 95--number=0 --pid=25 96---number=l ~~pid=2 5 95--number=0 ~-pid=25 96---number=l --pid=2596~-number=2 --pid=2595--number=3 --pid=2596-~number=2 -~pid=2595--number=3 --pid=2596~-number=4 --pid=25 96--number:=4

从运行结果可以看出，程序安排了五个任务，进程池中只有两个子进程执行任务，虽然进 程的数量小于任务的数量，但是程序并没有出现堵塞。

实际上，这两个进程会选取前两个任务执行，其余的任务都处于等待的状态。当这 两个任务做完后，会从其余未完成的任务中再取两个任务，交由子进程中执行，如图174 所示。
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图17-6进程池执行的原理

Python另提供了 apply()方法(从23版以后就不建议再使用了)用来添加任务，主进程会 阻塞于该方法。其语法格式如下：

apply(func[, args[, kwds]])

上述方法中,使用args和kwds参数调用函数.结果返回前会一直阻塞，而且ftmc函数仅 仅被进程池中的一个进程运行。由于这些原因，apply\_async()方法比apply。方法更适合并发 执行。

把173]的示例中添加任务的方法换成apply()方法，具体示例如下:

time.sleep (1)

if name == \* main ': pool==Pool(2)

for i in range(5):

print('--%d~-1%i)

pool.apply(workerz (i,))

程序运行的结果为：

一一o——

~-pid=2870--number=0

--pid=2870--number=0

]

-~pid=2871--number=l

--pid=2871~-number=l

——2 —-

--pid=2870--number=2

-~pid^2870~-number=2

—一3一

--pid=2871--number=3

~-pid=2871--number=3

—4 —

-~pid=2870--number=4

-™pid=287 0---number=4

from multiprocessing import Pool # 从模块中导入 Pool 类

import os

import random

import time def worker (number) : # 进程池指定的函数

for i in range(2):

print('--pid=%d--number=%d'%(os.getpid()z number))

#创建进程池，指定最大进程数量为2

#添加同步函数

从运行的结果可以看出，每个任务都是按照顺序执行的，从第1个任务开始，这个任务运 行完才能轮到下一个任务。由此表明，阻塞式执行任务就是要按照顺序一个接着一个来。

:17o 6適过娜帅iro(匏豔模块刨建进程

从Python 2.4开始，Python引入了 subprocess模块来管理子进程,以取代一些旧模块的方 法，如os.system,它不仅可以调用外部的命令作为子进程，而且可以联系到子进程的输入/输 出/错误管道，获取相关的返回信息。

subprocess模块能执行外部程序，它有如下两种常用的方式创建进程:

B-it： 函数

subprocess模块中定义了多个创建子进程的函数，这些函数分别以不同的方式创建子进程， 为此我们要根据需求从中选择一个使用，具体如下：

(1 )调用subprocess.call()函数运行夕卜部命令

call()函数用于执行一个外部命令，该方法会返回执行的状态码：成功(0 )或错误(非0 )。

(2 )调用 subprocess. check\_call()函数处理错误

通过call()函数会返回一个状态码，这时可以调用check\_call()函数来检测命令的执行结果。 若没有成功,则会返回subprocess.CalledProcessError异常。

(3 )调用subprocess. check\_output()函数捕获输出结果

通过call()函数启动的进程「其标准输入输出会绑定到父进程，调用程序无法获取命令的 输出结果，这时可以调用check\_output()函数来捕获输出。

篥二神:通过Popen类创建进程

实际上，上面的几个函数都是基于Popm()的封装，这些封装的目的在于更容易使用子进程。 当我们想要更个性化需求时，就要转向Popen类，该类生成的对象用来代表子进程。

接下来，本节将围绕着subprocess模块的类和函数进行介绍。

call()函数创建进程，其语法格式如下

subprocess call(args7 \*z stdin=Nonef stdout=Nonez stderr=Nonez shell=Falsef timeout=None)

上述函数会执行args描述的命令，它会一直等到子进程运行结束，并且返回retumcode (子 进程的退出状态)属性。

关于上述函数的参数含义如下:

• args：可以是字符串或者程序参数的序列。如果传递单一的字符串，则shell必须为 True,或者该字符串必须只是简单地指明要执行程序的名称且不带任何参数。

e stdin, stdout, stderr：分别指定程序的标准输入、标准输出和标准错误文件的句柄。

e shell：指定是否通过shell执行指定的命令，默认为屈屁。在Linux系统下，若shell设 为False,贝Popen对象调用os.execvp()来执行args指定的程序;若shell设为True, 且弑gs是字符串9 Popen直接调用系统的shell来执行理s指定的程序；若血11设为 True,且args是个序列，则args的第一项是定义程序命令的字符串，其他项是调用系统 shell时的附加参数。

大多数典型的场景下，这些参数可以安全地保持为默认值。具体示例如下：

>>> import subprocess

>>> code = subprocess.call ( [\* Is 1, 1-a 1])

#跟shell中：Ls -a命令显示的结果\_样

>>> code

0

>>> subprocess.call ( J exit 15 zshell=True)

1
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subprocess模块中定义了 Popen类，可以使用该类创建进程，并与进程进行复杂的交互。 Pop/类提供如下构造函数，用于创建进程执行系统命令，其语法格式如下：

subprocess o Popen(args, bufsize=-l, executable=None, stdin=None?

stdout=Nonez stderr=Nonef preexec\_fn=None,

close\_fds=True r shell=False z cwd=None f env=None f universal\_newlines=Falsez startupinfo=None7 creat ionflags=0 z restore\_signals=Truer start\_new\_session：=Falser pass\_fds=())

通过上述语法中的参数可以详细定制子进程的环境，不过位置参数args是必须要传人的。 上述函数中的参数，具体含义如下：

窗取gs参数：可以是字符串或者序列类型，用于指定进程的可执行文件及其参数。如果是 序列类型，第一个元素通常是可执行文件的路径，也可以显式地使用executeable#» 指定可执行文件的路径。

° bufsize参数:指定缓冲区的大小。0表ZK不缓冲,1表示按行缓冲，其他正数表示使用 该大小的缓冲，负数表示完全缓冲。

* executable参数：指定一个可执行的程序，一般使用雎s参数设置所要运行的程序。
* Stdiil参数：指定要执行程序的标准输入，默认为键盘。
* stdout参数：指定要执行程序的标准输出，默认为屏幕。
* stderr参数：指定程序的标准错误输出，默认为屏幕。

。preexec\_fh参数:只在UNIX平台下有效,用于指定一个可执行对象,将在子进程运行 之前被调用。

* close\_fds参数：在Windows平台下，若该参数设置为Th©则子进程不会继承任何句柄。 注意：不能设置该参数为Trus并同时通过设置stdin、sfdout或者stderr重定向标准句柄。

. • shell参数？如果设为True,程序将通过shell执行。

* cwd参数：指定子进程运行的工作目录。
* SV参数：指定进程的环境变量。若eiiv为None,子进程的环境变量将从父进程中继承。
* universal\_newlines参数：指定是否使用统一的文本换行符。如果设为True,无论是

UNIX系统下的“\n”，Windows系统下的“\M , Python统一把所有的这些终止符当 作处理。

* startupinfo和creationflags参数：只在Windows系统下有效。这两个参数被传递给底层 的CreateProcess()函数,用于设置进程的一些属性,如主窗口的外观和进程的优先级等。
* restore\_signals参数:如果该参数为True (默认值)，Python将设置为SIG\_IGN的 所有信号在exec之前的子进程中还原到SIG\_DFLO目前包括SIGPIPE. SIGXFZ和 SIGXFSZ 信号。

® start\_new\_session参数:若设为True,则在执行子进程之前,将在子进程中进行setsid() 系统调用。

。pass\_fds参数：可选的文件描述符序列，用于在父进程和子进程之间保持打开状态。若 设置了该参数，则必须让close\_fcis为Trueo

使用Popen类创建子进程的示例如下:

import subprocess

#创建子进程

process child = subprocess.Popen(?ping -c4 www.itcast.cn1,shell==True)

在上述示例中，使用Pops类的构造函数创建了一个进程。其中，在函数中传入的第1个 参数为表示可执行文件的路径的字符串，第2个参数表示通过shell执行程序。

17oT通« Qweue实现进程剛的通儔

每个进程间是需要进行通信的。例如，子进程完成下载后，通知主进程下载完毕。Python 的multiprocessing模块包装了底层的机制，提供了 Queue、Pipes等多种方式来交换数据，其中 Pipes用来在两个进程间通信，Queue用来在多个进程间实现通信，这里只介绍Queue (队列) 的使用。

17.7J 金屬靈最德夢命躍體廓罪裳寥

在多进程中歹每个进程所拥有的数据(包括全局变量)都是独有的歹进程间互不影响。 示例如下：

import os

import time global\_number=100 process=os.fork() if process == 0:

#声明一个全局变量

#创建一个子进程

#子进程走if语句

#让全局变量的值加1

global\_number += 1

print(1--process-1—global\_number=%d5 %global\_number)

else :

time. *sleep* (2) #让程序休眠2秒,这时子进程已经改变了全局变量的值

print(\*--process-2--global\_number=%d'%global\_number)

上述示例中，在子进程的if分支中，对这个全局变量进行了修改，为了保证这个改变在父 进程运行以前，所以让父进程休眠了 2s的时间。

程序运行的结果如下：

-~process-l--global\_number=l01 一一process-2--global\_number=100

从运行的结果可以看出，全局变量在两个进程中的获取到的结果是不一样的。产生这种情 况，原因在于进程间的数据是独立的，互不干扰的，使得进程跟进程之间资源是不共享的。

1X7^2 應隔 Qoeo® OISWSHfiB

每个进程有着自己独立的数据空间，通常不能与其他进程共享。要想在进程间实现资源共 享,可以使用multiprocessoring模块的Queue类(表示队列)完成。

Queue类用来在进程间传递消息，它提供了一个数据的中转站，一个进程往Queue里存数据, 另一个进程可以从Queue里将该数据取出。为此，Queue提供了如下两个方法分别用于插入和 读取数据：

(1 ) put()方法

put()方法用于插入数据，其语法格式如下:

Queue.put(itemz block=Truez timeout=None)

用于把item插入队列中。如果block True (默认值)，并且timeout为正值，则方法会

阻塞timeout指定的时间，直到该队列有剩余的空间，如果超时，就会抛出QueteFiiH异常； 如果block为False,但是该Queue已经满了,会立即抛出Queue.Full异常。

(2 ) get()方法

get()方法用于读取数据*，*其语法格式如下:

Queue。get(block=Truez timeout=None)

从队列读取并且删除一个元素。如果block*为*True (默认值)，并且timeout为正值,那 么在等待时间内没有取到任何元素，会抛出Queue.Empty异常；如果block False,有两种 情况存在，如果Queue有一个值可用，则立即返回该值，如果队列为空，则立即抛出Qiwu巳 Empty异常c

为了大家更好地理解，接下来，通过示例来演示如何使用Queue类在进程间传递数据(一 个子进程负责插入数据，另一个子进程负责读取数据)，具体如下：

import multiprocessing def

def

if

writer(queue):

try:

queue .put (\* 我是数据 s f block=False)

except:

pass

reader (queue) : #从队列中读取数据

try:

print(queue.get(block=False))

except:

pass

\_name ==" main ": q=multiprocessing.Queue() #创建用作插入数据的进程

调用put方法插入数据到队列中

调用get方法从队列中读取数据

创建队列

writer\_process = multiprocessing.Process(target=writerf args=(qf)) writer\_process . start () # 开启进程

#创建甬作读取数据的进程

reader\_process = multiprocessing.Process(target=readerz args=(q,)) reader\_process . start () # 开启进程

reader\_process.j oin() writer.j oin()

程序运行的结果如下：

插入进程

我是数据

从程序运行的结果看出，一个进程读取到了另一个进程、小、心口 读取进程 写入的数据，表明使用队列能实现两个进程间的通信，原理如 图17.7所示。

数: 据:

队列

图17-7进程间的通信

:17O8线程逾缩

线程跟进程有些相似，有时被称作轻量级的进程。但不同的是，所有的线程运行在同一个 进程中，共享相同的运行环境。

17.8J ff忽是囊釋 ^

线程9有时被称为轻量级进程(lightweight process9 LWP),是程序执行流的最小单元。一 个标准的线程由线程ID、当前指令指针(PC)、寄存器集合和堆栈组成。此外，线程是进程 中的一个实体歹是被系统独立调度和分派的基本单位.线程自己不独立拥有系统资源，但它可 与同属一个进程的其他线程共享该进程所拥有的全部资源。

一个线程可以创建和撤消另一个线程，同一进程中的多个线程之间可以并发执行。由于线 程之间的相互制约，致使线程在运行中呈现出间断性。

每一个应用程序都至少有一个进程和一个线程，线程是程序中一个单一的顺序控制流程。 在单个程序中同时运行多个线程完成不同的被划分成一块一块的工作，称为多线程。

举个例子，某个厂家要生成某个产品，为此要在生产基地建设很多厂房，每个厂房又要分 配多条流水生产线。这些厂房配合把整个产品生产岀来，单个厂房内的所有流水线将这个厂房 负责的部件生产出来。每个厂房拥有自己的材料库，厂房内的生产线共享这些材料，而每一个 厂家要实现生产必须拥有至少一个厂房一条生产线，那么这个厂家就是某个应用程序，每个厂 房就是一个进程，每条生产线都是一个线程。

1晃底2鳗雑爾號态

跟进程相似，线程在创建之后,并不是始终保持着一种状态,其状态大致可以分为如下几种： e New：新建。新创建的线程经过初始化以后，进入就绪状态。

° Runnable：就绪。等待系统调度，被调度以后进入运行状态。

° Running：运行。

。Blocked：阻塞。解除阻塞以后，会进入到就绪状态重新等待调度。

-奂讪 消亡。线程方法执行完毕返回或者异常终止。

这些状态之间是可以相互转换的，如图17屹

新建 部消亡

所示。

线程由运行状态转换成阻塞状态，可能有如

满足条件\ /等待条件

下3种情况：

。同步：线程中获取同步锁，但是资源已经

图17-8线程状态的转换

被其他线程锁定时，进入Locked状态，直到该资源可以获取为止。

•睡眠：线程执行sleep()或join()方法后，线程都会进入到休眠状态。两者的区别在于， 血汹)方法会等待一定的时间，而join。方法会等待子线程执行完。当然，join()方法可 以指定超时时长，而等待一定的时间。

•等待：线程中执行wait()方法后，线程进入Waiting状态，等待其他线程的通知。

线程可以分为如下几种类型：

。主线程。程序启动时，系统会创建并立刻运行一个线程，该线程通常叫做程序的主线程 (MainThread)。每个进程至少都有一个主线程，它通常是最后关闭的。

主线程的重要性体现在两方面：一是产生其他子线程的线程，二是必须最后完成执行，比 如执行各种关闭动作。

•子线程。在程序中创建的其他线程，相对于主线程来说就是这个主线程的子线程。

•守护线程（后台线程）。守护线程，是指在程序运行时在后台提供一种通用服务的线程， 比如垃圾回收线程就是一个很称职的守护者，并且这种线程并不属于程序中不可或缺的 部分。守护线程是一个独立于主程序的线程，它会一直运行，不会因为主程序的终止而 结束。

•前台线程。相对于守护线程的其他线程称为前台线程。

前台线程和后台线程具体有什么区别呢？在主线程执行的过程中，前台线程和后台线程都 会进行。当主线程执行完毕以后，后台线程不论成功与否，主线程和后台线程均停止；而主线 程会等待前台线程执行完成后,程序才会终止。

*；*X?多学一招：进程和线程的区别

*\*曲裕时*

实际上，进程和线程都是实现多任务的一种方式。例如，在同一台计算机上能同时运行多 个QQ （进程）9 一个QQ可以打开多个聊天窗口（线程）。两者间有着各自的特色，具体如下：

—定义方面：进程是程序在某个数据集合上的一次进行活动，线程是进程中的一个执行路径。 ®角色方面 在支持线程机制的系统中，进程是系统资源分配的单位，线程是系统调度的单位。

\*资源共享方面：进程间不能共享资源，而线程共享所在进程的地址空间和其他资源。同时， 线程有自己的栈和栈指针，程序计数器等寄存器。

•独立性方面：进程有自己独立的地址空间，而线程没有，线程必须依赖于进程存在，线 程间共享地址空间。

®性能方面：线程的划分尺度小于进程（资源比进程少），执行开销小，使得多线程的并 发性比较高，但是不利于资源的管理和保护，而进程却恰恰相反。

17O9剑建线程

Python提供了两个模块进行多线程的操作:thread和fh冀adiiig。前者是比较低级的模块， 用于更低层的操作，一般应用级别的开发不常用，后者则封装了更多高级的接口，类似于Java 的多线程风格，所以绝大多数情况下会选择使用后者。
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在模块threading中定义了 Thread类，专门负责管理线程。启用一个线程就是把一个函数 传入并创建Thread实例，然后调用start（）方法开始执行。其构造函数的语法格式如下：

class threading.Thread（group==Nonef target=None^ name=Noner

args=（）e kwargs={}7 \* F daemon=None）

应始终使用关键字参数调用此构造函数。参数代表的含义如下:

*臨*group参数：线程组。目前没有实现，库引用中提示必须是None0

。target #B：要执行的方法。

® name参数：线程的名称。 ’

* args/ kwargs参数：要传入方法的参数。args是目标调用的参数元组，默认为()；kwargs 是目标调用的关键字参数的字典，默认为｛｝。
* daemon参数:线程的守护标志。若提供该参数，则将会设置为Tme或Falseo若没有提 供(默认为None),则该标志将从创建的线程中继承。

有了线程以后，通常需要调用线程对象的关tDaanon()方法把线程设置为守护线程(默认为 前台线程)。在主线程执行完以后，如果还有其他非守护线程，则主线程不会退出，会被无限挂起, 所以必须将线程声明为守护线程，这样线程运行完以后，整个程序不用等待就可以退出了。

要想真正地运行线程，需要调用start。方法启动。接下来，通过两个示例来区分未设置守 护线程和设置守护线程的不同，具体如下」

示例衆设置

import threading #导入多线程模块

import time

def test () : #子线程要执行的任务

time。sleep(1)

print ( ?子线程运行,线程名称为:%s \* %threading. currentThread () . getName ()) time•sleep(1)

for i in range(4):

#创建孑线程，并扌旨定线程要执行的坨$七函数 thread=threading。Thread(target=test)

# thread. setDaemon (True) # 未设置守护线程

thread. start () # 启动线程

print ( ?主进程结束？)

在上述示例中，循环创建了4个子线程，每个子线程都要花费近两秒钟的时间执行任务, 一直处于阻塞或者等待被调度的状态，所以子线程会在主线程后面执行完成。

上述示例运行的结果为辭

主进程结束 子线程运行, 子线程运行, 子线程运行, 子线程运行,

线程名称为: 线程名称为: 线程名称为: 线程名称为:

Thread-2

Thread-1

Thread-3

Thread-4

从运行结果可以看出，当主线程执行完以后，会等待所有的前台线程执行完再终止程序。 新的线程的生命周期为整个任务函数，只要任务执行完以后就会消亡。另外，创建线程的顺序 跟执行顺序无关，执行顺序是无法确定的，主要靠操作系统的调度决定。

示例二：设置守护线程

把示例一中用于设置守护线程的代码取消注释，程序运行的结果如下：

主进程结束

从运行的结果可以看出，程序没有打印后台线程的信息。这是因为当主线程执行完毕后, 无论后台线程成功与否,主线程和后台线程均停止。

(/注意：

任何进程默认会启动一个线程，该线程称为主线程，主线程又可以启动新的线程。

Python的threading模块中有个current\_thread()函数,它永远返回当前线程的实例。主线 程实例的名字叫MainThread,子线程的名字在创建时可以指定，若没有指定名字，Python就会 自动给线程命名为Thread-1, Thread-2,…

憊廳Thread琴鬟莫觐褰爨褸

Python的threading.Thread类有一个run()方法,用于定义线程的功能函数,可以在自己的 线程类中覆盖该方法。在创建了自己的线程实例后，通过Thread类的湖rt()方法，可以启动该 线程「交给Python虚拟机进行调度，当该线程获得执行的机会时，就会调用mn()方法执行线程。

示例如下:

import threading

import time

class MyThread(threading.Thread): def run (self):

for i in range(3): time.sleep(1)

message= ?我是 5 +self . name+ \* @ 1 +str (i) print(message)

if name == f main ?: mythread=MyThread() mythread.start()

#自定义继承自Thread.的子类

#线程被CPU调度后自动执行该方法

# name属性保存的是当前线程的名字

#创建自定义的线程对象

#启动线程

在上述示例中，当执行到sleep()语句时，线程将被阻塞，一直到睡眠结束须线程重新进入 到就绪状态，等待调度。每个线程一定会有一个名字，尽管上述示例中没有设定线程对象的名字， 但是Python会自动为线程指定一个名字。

程序运行的结果为：

我是 Thread-1 @ 0

我是 Thread-1 @ 1

我是 Thread-1 @ 2
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Pythcm提供了 join()方法，使得一个线程可以等待另一个线程执行结束后再继续运行。这 个方法还可以设定一个timeout参数，避免无休止的等待。因为两个线程顺序完成，看起来像 一个线程，所以称为线程的合并。

join()方法的定义格式如下:

j oin(timeout=None)

上述方法将会等待线程终止，这将阻塞调用的线程，直到调用该方法的线程正常或者通过 未处理的异常终止，或者到可选的超时发生。

只要调用了子线程的join。方法，主线程就会被子线程所阻塞，直到子线程执行完毕再轮 到主线程执行。在1791的示例中让子线程阻塞主线程，具体如下：

import threading #导入多线程模块

import time

def test () : #子线程要执行的任务

time-sleep(1)

print ( ,子线程运行,线程名称为：%s 1 %threading. cur rent Thread () . getName ()) time.sleep(1)

for i in range(4):

#创建于线程，并指定线程要执行的"st函数

thread = threading.Thread(target=test)

thread. start () # 启动线程

thread.j oin()

print ( ,主进程结束!)

程序运行的结果如下:

子线程运行, 子线程运行, 子线程运行, 子线程运行, 主进程结束

线程名称为： 线程名称为: 线程名称为: 线程名称为:

Thread-1

Thread-2

Thread-3

Thread-4

17ol0解决銭程典事鬢源产生胸间题

与进程不同，多个线程是共享全局变量的，这在一定程度上减少了程序的开销。凡事有利 必有弊，多个线程访问同一份资源，很有可能造成数据混乱（不同步）的情况，为此，Python 提供了互斥锁进行处理。本节将为大家介绍涉及的知识点。
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现在有如下需求：定义一个全局变量g\_num?设置初始值为100。创建两个线程分别用于 设置和获取该全局变量的值。那么，获取到的值会在设置以后发生变化吗？

示例如下：

from threading import Thread

import time

number = 100 #声明全局变量

def set\_number():

global number

for i in range (3):

number += 1 #重新设置全局变量的值

print ( \* - -set\_n umber : number 值为 %d' % number) def get\_\_number ():

global number

print ( \* --get\_number : number 值为 %d\* %number) # 获取全局变量的值 print ( J number 初始值：%d5 %number) thread\_one = Thread (target=set\_number) # 创建设置值的线程

thread one.start()

time, sleep (1) #延时一会火保证貝线程中的事情能做完

thread\_two = Thread (target=get\_number) # 创建获取值的线程

thread\_two。start()

为了保证用于设置值的线程比获取值的线程执行的早，所以使用血ep()方法睡眠延时。 程序运行的结果如下：

number 初始值:100

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOoAAACeAQAAAAAUXKs0AAAACXBIWXMAABcSAAAXEgFnn9JSAAAEMUlEQVRYhdXXPWgcRxQA4HEIyJUd3DmEKOAqXYgLY4y0LlME3AU3RgQkmTRyEYMwx3lcJU1ATdpwpcsUgYQElDVxiFPkcgEXxghpA/452xJany/R6LS787I7f/vmb6s0foV0e9/OvLezuzNzBHAMIbGOgeCD3eHL907Gudg+WqFxfkUWrw7izLsZtie3luJ8d3v2YdaVe2GcxPmfUwtn5uM83Z69A3Eufpx08ubBp0sdfP5gpSP34Xne7+h8+ObiykacR2Tx4lyc61GnHZ378bpwSQiJP6mHDZVzEX75pewiCfO8+s8HIZ4EPiGeh8BHw/dQxlc+44Jg4PIMK0xdvm1x6bD7GCQ2T201uRRvOKx7k8xThyHFPHMVdjGPPS4xz3usaie4EBxZy37q+nVsmQW4ajkLsEwoOJBa3bWGy5BCrrkIcqFZVcbJcSLiZFsbaSvjgdoaTh3O5b9Esh4zpzWMFEOYx5KLCBeSmcsqdwXWO+Yyl5xBJKjgFLfGBaSCKebDtvOmWzc3R5w3XOnr8DpnDevLPiLw7NePvjrxNuXHVIOG9WUXP8DT1bXlP4a0pObCicn04mbDe48fAnwrvykxb3HIV9eePpmZyYU3rEclqXltX7Cuj9ac6p447Ned7z0HMxRpzVSXWfPy6vLOaTADiZjhW5LrYSPtQ45GhOnzzKAOMBeG9ZhSzJXuxDCE2be6T65zEHT+xxdu7OTrwHN94TUzqxg7KsPODJBqzoOsC9Kc25BphiDrQ5Lj0x3mNLIKqkaUqGaD4FmGnWD/D+ssNqsxTiOV61tAUoCdnG5y1qt8Thv+bnPv0vuXvzilqCQXCXmDHJ9THOmYhRkwR9Vld15zOg+y36lVWtbOXH7r0JhXHufJWxSdwP99zhSL4z+X1vumtPpNZ0VPsXhstq6du4Eq598XvQ3E06VP+oirr4veJXHPJd++RvH9mq0/+jwX84XkffrBAi7+0eSMYnH4YO1K27opbZKNJDdjA4N3N/Hut7q+mw1kbvnQ9S2Gorif1Fy/oWKEfzvXx6Xxs7362WT1si/5m3v9n/CFDXtbczUXeuph6A2tG/zcy+SzTnCndjA0M+G6MaOR9lrnoTm1sLjjacnEdB/lFC0WAU7EUnNH7ijM/PkZZalgilYiPzhe5vwo8SLpR4GXWD+mDbuDZQXxZp02RtbmwIuse2uRCo5deLNZIpGFAMy2JnbhM8mxC2dg7bjcyCW7v9h1ZGBtBt1IFPv76yZEzvhGdKY5XDrTHL4pZpcbXqUSw6FRRzvs0PZdfic4tMUetxxKPkA8iqSO/mxR36g3h4ZTa/aSJxa7d+UQLNa7Rx3MZrf2xGH755zuu91SpZjHLsN9pEfUY/yjqy2knRXvmk88CXD7u7s9Ec+pB8p/gSDDX+Lv3zTC8PsFyG8lEGOYkBPWMfwHYim3hdO9fYgAAAAASUVORK5CYII=)—set\_number : number 值为 103 一get\_number : number 值为 103

从运行的结果可以看岀，获取到的值是设置以后的值， 代表着线程是共享全局变量的。程序在执行时形成一个进 程，全局变量被放置在这个进程所占用的空间中，同时两 个子线程都属于这个进程，为此能共享这个全局变量，如 图17-9所示。一旦某个线程对该变量做出了修改，则另一

个线程会看到这个变化。 图17=9线程间共享全局变量原理图
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线程之所以比进程轻量，其中一个原因就是线程共享内存。也就是各个线程可以平等地 访问内存的数据，如果在短时间“同时并行”读取修改内存的数据，很可能造成数据不同步的 问题。

接下来，使用一个例子引出多线程访问同一份资源的隐患。例如，有个全局变量的值为0, 分别让两个线程给这个变量累加值，每个线程累加1 000 000次(数值越大，问题出现得更明显)o

示例如下:

from threading import Thread import time global\_value = 0 def test\_one():

global global\_value for i in range(1000000): global\_value += 1

print('test\_one--global\_value: def test\_two():

global global\_value for i in range(1000000): global\_\_value += 1

print(f test\_two-"global\_ value:

#导入多线程模块

#声明全局变量

#表示线程1累加值的函数

#让全局变量的值加1

%d'%global\_value)

#表示线程2累加值的函数

#让全局变量的值加1 %d? %global\_\_value)

thread\_one = Thread (target=test\_one) # 线程 1 thread.\_one。start ()

thread.\_two = Thread (target=test\_two) # 线程 2 thread\_two。start()

time.sleep(2) print(5 global\_value: %d1%global\_value) 在上述示例中，线程1累加全局变量的值1 000 000次，使得该变量的值应该从。变成

1 000 000 9而线程2再次累加1 000 00()次，使得该变量的值从1 000 000变为2 000 000 ,按照

逻辑来讲这样是没有问题的，是期望得到的结果。

但是，程序运行的结果如下：

test\_one--global\_value: 1250721

test\_two--global\_value: 1439276

global\_value: 1439276

从运行结果可以看出，最终的值与期望的值相差很大，为什么会岀现这个问题呢？究其原 因，每个线程负责的任务可以拆分两部分：一为取变量的值，另一为给变量赋新值，主要是因 为每个线程运行的时间有限，很有可能当CPU让线程1执行完累加值还未赋值时，就被剔除 呈挂起状态，所以当线程2获取值时，访问到的仍然是未累加前的值。为了大家更好地理解， 接下来通过一张图来分析资源抢夺的原因，如图17J0所示。

![](data:image/png;base64,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)
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当多个线程都对某项数据进行修改时，需要进行同步控制。线程同步能够保证多个线程安 全地访问竞争资源，其中最简单的同步机制就是引入互斥锁。互斥锁为资源引入一个状态：锁 定或者非锁定。当某个线程要更改共享的数据时，先将其锁定，此时资源的状态为“锁定”， 其他线程不能进行更改，直到该线程释放资源，将资源的状态变成“非锁定” 9其他的线程才 能再次锁定该资源。为此，使用互斥锁每次只能有一个线程进行写入操作，从而保证了多线程 情况下数据的正确性。

Python的threading模块中定义了 Lock类,可以方便地处理锁定，具体可分为如下3个步骤:

第1步：

创建锁对象，可通过如下示例完成。

mutex = threading.Lock()

第2步：

锁定资源，可通过如下示例完成。

mutex.acquire([blocking])

在示例中，锁定方法有个blocking参数。如果设定blocking True (默认)，则当前线程 会堵塞，直到获取到这个锁位置；如果设定blocking \* False,则当前线程不会堵塞。

第3步：

释放资源，可通过如下示例完成。

mutex <, release ()

例如，在17J02小节的示例中，使用互斥锁锁定和释放资源呀具体如下：

from threading import Threeid^ Lock

number = 0

def test\_one():

global number

for i in range(1000000):

mutex.acquire()

number += 1 mutex.release() print('test\_one--number: %d \* %number)

def test\_two(): global number for i in range(1000000): mutex.acquire() number += 1 mutex。release()

print(5 test\_two--number: %d , %number)

mutex = Lock()

threa.d\_one = Thread (target=:test\_one)

threa.d\_one . start ()

threa.d\_two = Thread (target==test\_two)

threa.d\_two . start ()

print(\* number: %d \* %number)

上述示例中使用互斥锁锁住了变动的数据。起初两个线程都抢着对这个锁进行上锁，直到 有一方成功上锁，则另外一方会堵塞到这个锁解开为止。只要锁开了，就让所有因这个锁被锁 而堵塞的线程继续抢着上锁。

程序运行的结果如下：

number: 52359

test\_ one--number: 1810700

test\_two--number: 2000000

程序运行的最终结果跟期望的值一样，表明互斥锁成功地解决了数据不同步的问题。

囑宥爵令饋遭鐵瓠鐵餉祠題

在线程间共享多个资源的时候，如果两个线程分别占有一部分资源并且同时等待对方的资 源，就会造成死锁。尽管死锁很少发生，但是一旦发生就会造成应用停止响应。

为了大家更好地理解，接下来使用一个示例，在示例中有两个自定义的线程类，每个线程 类使用锁来锁定资源，并且相互间引用了对方的锁资源。具体如下：

import threading

import time

class MyThreadOne (threading . Thread) : # 自定义一个线程类

def run (self) : #线程启动时自动调用该方法

if mutex\_a . acquire () : # 对 mutex\_a 上锁

print(self.name + \*: dol-up--\*)

time.sleep(1) if mutex\_b.acquire():

|  |  |  |
| --- | --- | --- |
| mutex\_b。release() | # | 对mutex\_b解锁 |
| mutex\_a.release() | # | 对mutex\_\_a解锁 |
| class MyThreadTwo(threading.Thread): | # | 自定义一不线程类 |
| def run(self): | # | 线程启动时自动调用该方法 |
| if mutex\_b.acquire(): | # | 对mutex\_\_b上锁 |

#对mutex\_b上锁

print(self.name + \*: do1-down--1)

print(self.name + \*: do2-up--?)

time.sleep(1)

if mutex \_a . acquire () : # 对 mutex\_\_a 上锁

print (self . name + 5 : do2-d.own-- 5 )

|  |  |  |  |
| --- | --- | --- | --- |
| mutex\_a.release() | | #  # | 对mutex\_a解锁 对mutex\_\_b解锁 |
|  | mutex\_b.release() |
| mutex\_a = | threading.Lock() | # | 创建锁对篆a |
| mutex\_b = | threading.Lock() | # | 创建锁对象b |
| if name\_ | \_ == \* main ?: |  |  |
| thread | \_one = MyThreadOne() | # | 创建一个线程thread\_one |
| thread | \_two = MyThreadTwo() | # | 创建一个线程thread\_two |

thread\_one.start()

thread\_two。start()

当调用上述两个线程的就art()方法时，这些线程分别执行各自的run()方法。假设线程 thread\_one先得到调度，会对mutex\_a进行上锁，然后又换到thread\_two获得执行权，会对 mutex\_b进行上锁。当线程thread\_one要对mutex\_b上锁时,发现线程thread\_two对mutex b 已经上锁,此时只能等待mutex\_b解锁;而线程threadjwo要对mutex\_a上锁时,同样发现线 程thread one已经对mutex a上锁,此时也只能等mutex a解锁。

这样.程序岀现死锁会一直处于阻塞状态，只能主动结束程序：

Thread-1: dol-up--

Thread-2: do2-up~- I //光标等待输出

为了避免像上述产生死锁的问题，因此，可以在锁定资源时设定超时时间，只要超过了设

定的时间，线程将不会阻塞重新恢复运行。

在上述示例中，锁后对mutexb上锁时 省略N行...

为其设定超时时长为2秒，具体代码如下。

#对mutex\_a上锁

#对mutex\_b上锁,超时时长为2秒

if mutex\_a»acquire():

print(self.name + s: dol~up~™ 5) time.sleep(1)

if mutex\_b.acquire(timeout=2): 省略N行

程序在阻塞了两秒钟后结束，并输岀如下信息：

Thread-1: dol-up-~

Thread-2 : d.o2-up-~

Thread-2: do2-down~-

从上述运行结果可以看出,线程Thread-1对mutex\_a进行上锁,之后线程Thread^对

进行上锁。两个线程休眠1秒钟，都处于阻塞状态等待对方解锁。由于mutRx\_b设置 超时时间为2,表明Thread-1仅仅会阻塞两秒钟,之后会继续向下执行程序,从而对mutex\_a 进行解锁。此时，Thread-2发现mutex\_建已经解锁，它会对mutex\_务进行上锁，并执行输岀语句。

17J0.5廁蠶入鐡(^L©©k)餉邇魇

在程序中，即使只有一个Lock实例，也有可能会造成死锁的问题。例如，在同一个线程 中连续两次调用acquire方法,示例代码如下:

|  |  |
| --- | --- |
| class MyThread(threading.Thread): | #自定义一个线程类 |
| def run(self): | #线程启动时自动调用该方法 |
| mutex.acquire()  mutex•acquire()  mutex o release () mutex = threading.Lock() if \_name == \* main \* : thread = MyThread.() threads start() | #对mutex上锁  #再次对mutex上锁  #对mutex解锁  #创建锁对象a  #创建一个线程thread |

运行程序，程序一直处于等待状态，没有岀现结束。

为了能在同一个线程中多次请求同一份资源,Python提供了可重入锁(RXock)。RLock 内部维持着一个Lock和一个confer变量，这个变量会记录上锁的次数，从而使得资源可以被 多次需求，直到一个线程所有上的锁都解除了，其他线程才能获得资源。

示例如下：

import threading

| time*。*sleep(1) mutex.acquire() mutex.release() mutex。release() | #对mutex上锁  #对mutex解锁  #对mutex解锁 |
| --- | --- |
| print (” 线程 %s 解锁 n % self . name)  print ("主线程开始")  mutex = threading»RLock()  threads = [MyThread() for i in range (2)] for tureed in threads: | #创建可重入锁 #创建两个线程 |
| tureedostart() | #启动线程 |

print ("主线程结束° )

上述示例中，在每个线程中都对同一份资源进行了多次锁定和解锁，并且上锁和解锁的次 数是相互对应的。

程序运行的结果如下：

主线程开始

线程Thread-1上锁

|  |  |
| --- | --- |
| import time  class MyThread(threading.Thread): | #自定义线程类 |
| def run(self): | #启动线程后自动调用的方法 |
| if mutex.acquire(): | #对mutex上锁 |

print ("线程 %s 上锁"%self . name)

主线程结束

线程Thread-1解锁

线程Thread-2上锁

线程Thread-2解锁

("多学一招：多线程使用非共享变量

在访问全局变量时，如果希望只获取其值，而不做任何修改，则无须用到互斥锁。要是在 多个线程中使用到非共享的变量，线程间会产生怎样的结果呢？

接下来,创建执彳亍test\_one函数的线程thread\_one,执行test\_two函数的线程thread\_\_two,在 两个函数的内部各自声明具有相同名称的局部变量，进行一系列的操作后查看结果，具体如下：

from threading import Thread, import time def test\_one():

number = 100

number += 1 print(test\_one: time.sleep(2) print('test\_one: def test\_two():

time"sleep(1)

number = 100 print(test\_two:

#定义局部变量

number=%d \* %number)

# 保证thread\_two运行

number=%d' %number) # 查看。11111}3女 的值是否被 thread\_two 改变

#保证thread\_one先执行

#定义同名的局部变量,给number赋值 number=%d? %number)

thread\_one = Thread(target=test\_one) thread\_one。start() thread\_two = Thread(target=test\_two) thread\_two.start()

程序运行的结果如下:

test\_one: number=101

test\_two: number=100

test\_one: number=101

从运行的结果•可以看出，number的值始终与thread\_one线程运行的结果保持一致，并没有 因为th冀Mi\_two的重新赋值发生改变。为此，在两个线程中变量是各自的，相互之间没有任何 影响。当创建一个线程后，这个函数的所有内存空间是这个线程独有的，当另一个线程执行这 个函数时，重新创建一份内存空间，所以这两个内存空间的变量没有任何关系。

I IToll戮程的同步应朋

所谓同步，就是在发岀一个“调用”时，在没有得到结果之前，该“调用”就不返回。但 是一旦调用返回，就得到返回值了。换句话说，就是由“调用者”主动等待这个“调用”的结果。

而异步则是相反，“调用”在发出之后，这个调用就直接返回了，所以没有返回结果。换 句话说，当一个异步过程调用发出后，调用者不会立刻得到结果。而是在“调用’’发出后，“被 调用者”通过状态、通知来通知调用者，或通过回调函数处理这个调用。为了能更好地理解， 接下来通过两张图来描述异步和同步的不同，如图1741和图17J2所示。

![](data:image/png;base64,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)

为此，Pythoii的多线程模块中提供了条件变量(Condition类)和队列(Qu\*类)，实现 对复杂线程同步问题的支持。
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Condition类提供对复杂线程同步问题的支持，Condition类称为条件变量，它允许一个或 多个线程等待，直到被另一个线程通知。条件变量通常与一个锁关联，当需要在多个Condition 对象中共享一个锁时，可以传递一个Lock/FtLock实例给构造函数，语法格式如下：

class threading.Condition(lock^None)

若给出lock参数，则它必须是Lock或者RLock对象，并将其作为底层锁。否则将自己生 成一个新的RLock对象作为底层锁。

可以认为,Condition对象维护了 一个锁(Lock/RLock)以及一个waiting池,线程通过 acquire()方法获得条件变量，然后判断条件：

羯如果不满足条件，则调用wait()方法等待，线程会释放Condition内部的锁并进入 blocked状态,同时在waiting池中记录这个线程。

•如果条件满足，则进行一些处理改变条件后，通过调用noti以()方法通知其他线程，这 些处于等待状态的线程接到通知后会重新判断条件。

演示条件变量同步的经典问题是生产者与消费者问题：有一群生产者(PmduceQ和一群 消费者(Consume)通过一个市场来交互产品。生产者的“策略”是如果市场上剩余的产品少 于1 000个，那么就生产100个产品放到市场上；而消费者的“策略”是如果市场上剩余产品 的数量多于100个，那么就消费3个产品。用Condition解决生产者与消费者问题的代码如下：

|  |  |  |  |
| --- | --- | --- | --- |
| import threading  import time | | | |
| class Producer(threading.Thread): def run(self): | | # | 代表生产者的线程 |
|  | global count while True: | # | 市场上产品的剩余数量 |
|  | if condition.acquire (): | # | 上锁 |
|  | if count > 1000: | # | 判断产品剩余数量是否大于1000 |
|  | condition.wait() | # | 满足,放入到waiting池中等待 |

else :

#不满足，再生产100个

count += 100 message = self»name+J print(message) condition.notify() condition.release() time。sleep(1)

class Consumer(threading.Thread): def run(self):

global count while True: if condition.acquire():

if count < 100: condition.wait() else :

count -= 3

message = self.name+

生成100个,总数量为:1 + str (count)

#通知其他线程

#释放锁

#让线程休眠:Ls

#代表消费者的线程

#上锁

#判断产品剩余数量是否小于100

#满足，放入waiting池中等待

Thread-5

Thread-3

Thread-6

Thread-7

Thread-1

Thread-4

Thread-5

肖肖肖肖史肖肖 、、/ 、、/ 、、丿、、/ 卢一 、、/*7*

费费费费成费费

/ r f / 个个个个30个个

总数量为: 总数量为: 总数量为: 总数量为: ,总数量方 总数量为: 总数量为:

10 07

1004

1001

998

:1098

1095

1092

|  |  |  |  |
| --- | --- | --- | --- |
| print(message) | |  |  |
| condition。notify() | | | #通知其他线程 |
| condition.release() |  |  | #释放锁 |
| time。sleep(1) | |  | #让线程休眠Is |
| count = 500 |  |  | #初始产品数量 |
| condition = threading.. Condition () # | | 创建条-件变量对象，使用RLock对象作为底层锁 | |
| if name == 1 main ?: |  |  |  |
| for i in range(2): |  |  |  |
| producer = Producer() | | # | 创建两个生产者流水线 |
| producer。start() |  | # | 启动线程，自动调用run ()方法 |
| for i in range(5): |  |  |  |
| consumer = Consumer() | | # | 创建两个消费者销售线 |
| consumer。start() |  | # | 启动线程，自动调用run ()方法 |
| 程序运行的结果如下： |  |  |  |
| Thread-1生成100个*丫*总数量为 | :600 |  |  |
| Thread-2生成100个，总数量为 | :700 |  |  |
| Thread-3消费3个,总数量为: | 697 |  |  |
| Thread-4消费3个,总数量为: | 694 |  |  |
| Thread-5消養3个,总数量为: | 691 |  |  |
| Thread-6消费3个,总数量为: | 68 8 |  |  |
| Thread-7消養3个'总数量为: | 685 |  |  |

#不满足，再消费3个

消费3个,总数量为:\* +str (count)

1 私街卷

上节使用条件变量同步机制解决了生产者与消费者的问题。让我们来考虑一种更为复杂的 场景：产品是各不相同的。这时，只通过记录一个数量显然不够，还需要记录每个产品的细节, 很容易想到需要用一个容器将这些产品记录下来。

Python的queue模块中提供了同步的、线程安全的队列类,包括FIFO (先进先出)队列 QueueLIFO (先进后出)队列LifoQueue,以及优先级队列PriorityQueueo这些队列都实现了 锁原语(可以理解为原子操作，即要么不做，要么就做完)，能够在多线程中直接使用。

要通过队列实现线程间的同步，可使用如下方法：

° Queue(maxsize=O):构造一个先进先出队列。maxsize用于指定队列的长度,为0时表示 队列长度无限制。

° Queue.qsize()：返回队列的大小。

° Queue.emptyQ:当队列为空时返回True,否则返回Falseo

° Queue.full():当队列已满时返回True,否则返回Falseo

° Queue.put(item, block=True, timeout=None):将 item 放入 Queue 的末尾,item 必须存在。 block参数默认为Trw,表示当队列满时，会等待队列给出可用位置，当为False时表示 非阻塞，此时若队列已满，会引发queueTull异常。可选参数timeout表示阻塞设置的时间? 超岀该时间后，若队列无法给岀放入血m的位置，贝0引发queueTull异常。

° Queue.get(block=True, timeout=None):移除并返回队列头部的一个值。可选参数block 默认为True,表示获取值时如果队列为空，则阻塞；若为屈檢，表示不阻塞。若此时 队列为空，则会引发queue.Empty异常。可选参数timeout 阻塞设置的时间，过后，

若队列为空，则引发queue.Empty异常。

用FIFO队列实现上述生产者与消费者问题的代码如下：

|  |  |
| --- | --- |
| import threading | |
| import time  from queue import Queue class Producer(threading„Thread): | #代表生产者的线程 |
| def run(self): global queue count *= 0* | #初始的产品数量 |
| while True:  for i in range(100):  if queue.qsize() > 1000 : | #若队列的大小比1000 *k,*不做任何操作 |
| pass  else :  count += 1  message = ,生成产品 | \* +str(count) |
| queue .,put (message) | #把新生产的产品放到队列 |
| print(message) time。sleep (1)  class Consumer(threading„Thread): | #代表消费者的线程 |
| def run(self):  global queue while True:  for i in range (3): if queue-qsize() < 100: | #若队列的大小比100小，不做任何操作 |
| pass  else :  #从队列中销售产品  message = self.name +，消费了 足 +queueget () | |
| print(message) |  |
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time.sleep(1)

queue = Queue () #创建队列对象

if name == ' main ':

for i in range(500): queue .put ('初始产品1 +str (i) ) #往队列中放入初始产品500个

for i in range (2):

producer = Producer() producer.start() for i in range (5):

consumer = Consumer() consumer.start()

在上述示例中，使用先入先出的队列放置初始产品和新生产的产品，并且满足条件后从队 列中获取待销售的产品，使得产品的生产和销售始终维持这种预订的状态(市场上的产品数量 少于1 000个就生产，大于100个就消费)。

程序运行的结果为:

生成产品1

生成产品2

生成产品99

生成产品100

Thread-3消费了初始产品0

Thread-3消费了初始产品1

Thread™?消费了初始产品13 Thread-7消费了初始产品14 生成产品101

生成产品102

生成产品199

生成产品2 0 0

Thread-4消费了初始产品15

Thread-4消费了初始产品16

Thread-7消费了初始产品29 生成产品2 01

生成产品202

(片多学一招:什么是生产者一消费者模式？

生产-消费者模式是通过一个容器来解决生产者和消费者的强耦合问题。生产者和消费者 彼此之间不直接通信，而通过阻塞队列来进行通信，所以生产者生产完数据之后不用等待消费 者处理，直接扔给阻塞队列，消费者不找生产者要数.据，而是直接从阻塞队列里取，阻塞队列 就相当于一个缓冲区，平衡了生产者和消费者的处理能力。

*R多*学一招：异步应用

异步的标准元素是回调函数(Callback,后来衍生出Promise/Defered概念),主线程发起一 个异步任务，让其自己到一边去工作，当其完成后，会通.过执行预先指定的回调函数完成后续任务,

然后返回主线程。在异步任务执行过程中，主线程无须等待和阻塞,可以继续处理其他任务。 这里，我们以进程为例，介绍如何^使用回调函数实现异步编程。

from multiprocessing import Pool

import time

import os

def test\_one () : #子进程负责执行的任务函数

print (° 进程池中的进程:pid~%d, ppid~%dn% (os . getpid () z os.getppid())) for i in range(3):

print ( \* \* %i)

time。sleep(1) return \* haha s

def test\_two (args) : # 回调函数

print(1一一callback func： pid=%d一一1%os.getpid ()) print(\*--callback func: args=%s--!%args)

pool = Pool (3) #创建进程池

#为进程池添加功能函数和回调函数

pool。apply\_async(func=testf callback=test\_two)

time。sleep(5)

print (' 一 主进程:pid=%d~- ' %os . getpid ())

在示例中，通过进程池来开启多个任务，并且为进程池指定了功能函数和回调函数。 程序运行的结果为：

进程池中的进程：pid-1756, ppid-1755

—0 —

—1 —

—2 —

--callback func: pid=1755--

--callback func: args=haha-~-

--主进程：pid=1755--

从上述结果可以看出，在执行完给子进程分配的任务以后，程序继续执行指定的回调函数， 返回到主进程中由它自己来负责执行。

*:11.*12使网事滞(E與踰)实现线程通僞

很多时候，线程之间会有互相通信的需要。常见的情形是次要线程为主要线程执行特定的任 务，在执行过程中需要不断报告执行的进度情况。前面的Condition类已经涉及到了线程间的通 信(threading.Condition的notify()方法),事实上,更为通用的方式是使用threading.Event对象。

threading.Event可以使一个线程等待其他线程的通知，其内置了一个标志，初始值为 False,线程通过wMt()方法进入等待状态，直到另一个线程调用皿()方法将内置标志设置为 True时，Event通知所有等待状态的线程恢复运行。此外，还可以通过isSet()方法查询Event 对象内置状态的当前值。

具体示例如下:

import threading

import random

import time

class MyThread (threading. Thread.) : # 自定义线程类

def init (self,thread\_name,event):

threadingThread» init (self z name=thread\_name) self.thread\_event = event

|  |  |  |
| --- | --- | --- |
| def run(self): | | |
| print (” 线程 %s 准备"% self . name) self。thread\_event。wait()  print ("%s 运行时％ self . name) | # | 线程主动进入等待状态 |
| sinal = threading.Event() for i in range (10):  thread = MyThread(str(i)7sinal) thread。start() | # | 创建事件对象 |
| sinal.set() | # | 重置內置标志的状态 |

程序运行的结果为：

线程0准备

线程1准备

线程2准备

线程3准备

线程4准备

线程5准备

线程6准备

线程7准备

线程8准备

线程9准备

0运行

2运行

6运行

7运行

9运行

4运行

8运行

5运行

1运行

3运行

Wo 13后侖线程

默认情况下，主线程在退出时会等待所有子线程的结束。如果希望主线程不等待子线程， 而是在退岀时自动结束所有的子线程，就需要设置子线程为后台线程(daemon) ?具体是通过 调用Thread类的setDaemon()方法。

示例如下:

import threading import random import time class MyThread(threading.Thread):

def run(self):

wait\_time = random.randrange(1z 10) print ("%s 要等％d 秒"% (self . namez wait\_time)) time。sleep(wait\_time) print ("%s 结束"%self . name)

if name == ° main n :

print (，主线程等待结束...?)

for i in range(5):

thread = MyThread() thread.setDaemon(True) thread.start() print ( ,主线程结束...\* )

程序运行的结果为：

。秒秒秒秒秒 〕5 9 8 8 8 柬等等等等等 .

Thread-1

Thread-2

Thread-3

Thread-4

Thread-5

主线程结束

（注意:join（）方法使得线程可以等待另一个线程的运行,而setDaemonQ方法使得线程在 结束时可以不等待子线程，它们都可以改变线程之间的运行顺序。

17； 14协程

协程，又称微线程（或者纤程，英文名Coroutine）。协程的作用是在执行函数A时，可 以随时中断去执行函数然后中断函数B继续执行函数A（可以自由切换）。不过，这个过 程并不是函数的调用，看似是像多个线程执行任务，然而协程却只有一个线程执行。接下来， 本节将带领大家学习协程的知识。

与线程相比，协程具有如下优势：

。执行效率极高。协程切换并不是线程间的切换，它是由程序自身所控制的，没有切换线 程的开销，所以跟多线程相比，线程的数量越多，协程性能的优势就更明显。

-不用锁机制。由于只有一个线程，就不存在同时写变量的冲突，在控制共享资源时不需 要加锁，所以执行效率会高很多。
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在Python 2°x中，支持协程的模块并不多，比较常用的就是gevento gevent是一个第三方库*，* 通过greenlet实现协程，它的用法具体如下:

t基赤思想

当遇到10操作（如访问网络）时.一个greenlet （小型的独立伪线程）会自动切换到其他 的greenlet,只要K）操作执行完成，就会在适当的时候切换回来继承执行。

由于IO操作是非常耗时的，程序如果经常处于等待的状态，那么一定会降低程序执行的效 率。使用gweirt库为我们自动切换协程,，保证了程序中始终有greenlet在运行，而不是等待KX

2.靈装配置

可使用如下命令安装gevent第三方库：

pip install gevent

1. 使用说ia

gevent常用的方法如下:

• monkey：使一些阻塞的模块变得不阻塞。

® gevent.spawn()函数:启动协程。

® gevent.joinall()函数:停止协程。

1. 具体案例

下面通过一个简单的爬虫的案例，帮助大家认识协程的使用。

使用协程的示例如下：

import gevent from gevent import monkey monkey.patch\_all() import urll.ib2 def get\_body(i): print ("开始 %d"%i) urllib2•urlopen("[http://www.itcast.cn](http://www.itcast.cnH)[H](http://www.itcast.cnH)) print (° %dn%i)

tasks = [gevent. spawn (get\_bodyz i) for i in range (3) ] # 启动协程

gevent. j oinall (tasks) # 停止协程

上述示例中，分别调用spawn()和joinall ()函数来启动和停止协程。

程序运行的结果为：

0

始始始束束束 #-#■#-结结结

1

2

2

0

1

从运行结果可以看出，执行get\_body()函数的顺序应该是先输出“开始”，然后执行到 urlopenQ时碰到10堵塞，则会启动切换运行下一个程序，直到urlopen()返回结果再执行“结束”。 也就是说，程序并没有等待请求网站返回结果，而选择直接跳过，等待执行完毕以后再回来获 取返回值。注意，在此过程中只有一个线程在执行。

17J4.3 Python

Python 3.x中支持协程的模块同样包括gevent,用法跟2.x版本的一样。此外,在3.4版本 以后又引入了 asyncio标准库，这个库直接内置了对异步IO的支持。asyncio库的异步操作，需 要在coroutine中通过yield from完成。

具体示例如下:：

import asyncio Qasyncio.coroutine def test(i):

print(Htest\_l %d"%i)

.result=yield from asyncio.sleep (1)

print(°test\_2 %d"%i)

loop=asyncio。get\_event\_loop()

tasks=[test(i) for i in range(5)]

loop.run\_until\_complete(asyncio.wait (tasks)) loop。close()

在上述示例中切@asyncioxoroutine会把生成器标记为coroutine类型，然后把这个 tine扔到事件循环中执行。

程序运行的结果为：

test 1 1

|  |  |  |
| --- | --- | --- |
| test | 1 | 4 |
| test | 1 | 0 |
| test | 1 | 2 |
| test | 1 | 3 |
| test | 2 | 1 |
| test | 2 | 4 |
| test | 2 | 0 |
| test | 2 | 2 |
| test | 2 | 3 |

从上述结果可以看出，与gevent库达到的效果一样，同样在遇到K)操作时进行切换(先 输出test\_\_l 9再输出test\_2 )。首先，程序先打印出test\_\_l 9然后yield from调用另外一个生成器, 由于asyncio.sleep()也是一个coroutine,所以线程不会等待，而是直接中断并且执行下一个消 息循环，当其返回结果时，线程就可以从yield from中拿到返回值(此处为None)，然后执行 下一行语句。

注意：这里可以把asyncio.sleep(l)看成是一个耗时1 $的K)操作。在此期间，主线程并 未等待,而是去执行时间循环(Eventlvoop )中其他可以执行的coroutine,为此能实现并发执行。

为了简化并且更好地标识异步10操作，从Python 35版本开始引入了新的语法async和 awaito要使用这两个新的语法，需要做到如下两个替换：

® 扌巴 @asyncio.coroutine 替换为 asynco

•把 yield from 替换为 await o

把上述示例中的这两个部分按照上述要求进行替换，其余均不变，具体如下：

import asyncio

async def test(i):

print(°test\_l %d"%i)

await asyncio.sleep(1)

print(°test\_2 %d"%i) loop=:asyncio。get\_event\_\_loop () tasks=[test(i) for i in range(5)] loop.run\_until\_complete(asyncio.wait(tasks)) loop » close()

程序运行的结果与上述示例的结果一样。