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# Abstract

Bayesian network is a combination of probabilistic model and graph model. It is applied widely in machine learning, data mining, diagnosis, etc. because it has a solid evidence-based inference which is familiar to human intuition. However, Bayesian network may cause confusions because there are many complicated concepts, formulas and diagrams relating to it. Such concepts should be organized and presented in such a clear manner that understanding it is easy. This is the goal of this report. The report includes 5 main sections that cover principles of Bayesian network. The section 1 is an introduction to Bayesian network giving some basic concepts. Advanced concepts are mentioned in section 2. Inference mechanism of Bayesian network is described in section 3. Parameter learning which tells us how to update parameters of Bayesian network is described in section 4. Section 5 focuses on structure learning which mentions how to build up Bayesian network. In general, three main subjects of Bayesian network are inference, parameter learning, and structure learning which are mentioned in successive sections 3, 4, and 5. Section 6 is the optional one mentioning applications of Bayesian network. Section 7 is the conclusions. Main contents of this reported are extracted from the book “Learning Bayesian Networks” by Richard E. Neapolitan (2003) and the PhD dissertation “A User Modeling for Adaptive Learning” by Loc Nguyen (2014). This report focuses on discrete Bayesian network whose nodes are discrete random variables.
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# 1. Introduction

This introduction section starts with a little bit discussion of Bayesian inference which is the base of both Bayesian network and inference in Bayesian network described later. Note, main content of this reported are extracted from the book “Learning Bayesian Networks” by Richard E. Neapolitan (Neapolitan, 2003) and the PhD dissertation “A User Modeling for Adaptive Learning” by Loc Nguyen (Nguyen, 2014).

**Bayesian inference** (Wikipedia, Bayesian inference, 2006), a form of statistical method, is responsible for collecting evidences to change the current belief in given hypothesis. The more evidences are observed, the higher degree of belief in hypothesis is. First, this belief was assigned by an initial probability or prior probability. Note, in classical statistical theory, the random variable’s probability is objective (physical) through trials. But, in Bayesian method, the probability of hypothesis is “personal” because its initial value is set subjectively by expert. When evidences were gathered enough, the hypothesis is considered trustworthy.

Bayesian inference is based on so-called Bayes’ rule or Bayes’ theorem (Wikipedia, Bayesian inference, 2006) specified in equation 1.1 as follows:

|  |  |
| --- | --- |
|  | (1.1) |

Where,

* *H* is probability variable denoting a hypothesis existing before evidence.
* *D* is also probabilistic variable denoting an observed evidence. It is conventional that notations *d*, *D* and are used to denote evidence, evidences, evidence sample, data sample, sample, training data and corpus (another term for data sample). Data sample or evidence sample is defined as a set of data or a set of observations which is collected by an individual, a group of persons, a computer software or a business process, which focuses on a particular analysis purpose (Wikipedia, Sample (statistics), 2014). The term “data sample” is derived from statistics; please read the book “Applied Statistics and Probability for Engineers” by Montgomery and Runger (Montgomery & Runger, 2003, p. 4) for more details about sample and statistics.
* *P*(*H*) is *prior probability* of hypothesis *H*. It reflects the degree of subjective belief in hypothesis *H*.
* *P*(*H|D*), conditional probability of *H* with given *D*, is called *posterior probability*. It tells us the changed belief in hypothesis when occurring evidence. Whether or not the hypothesis in Bayesian inference is considered trustworthy is determined based on the posterior probability. In general, posterior probability is cornerstone of Bayesian inference.
* *P*(*D|H*) is conditional probability of occurring evidence *D* when hypothesis *H* was given. In fact, likelihood ratio is *P*(*D|H*)/ *P*(*D*) but *P*(*D*) is constant value. So we can consider *P*(*D*|*H*) as *likelihood function* of *H* with fixed *D*. Please pay attention to the conditional probability because it is mentioned over the whole research.
* *P*(*D*) is probability of occurring evidence *D* together all mutually exclusive cases of hypothesis. If *H* and *D* are discrete, then , otherwise with *H* and *D* being continuous, *f* denoting probability density function (Montgomery & Runger, 2003, p. 99). Because of being sum of products of prior probability and likelihood function, *P*(*D*) is called *marginal probability*.

Note: *H*, *D* must be random variables (Montgomery & Runger, 2003, p. 53) according to theory of probability and statistics and *P*(.) denotes *random probability*.

Beside Bayes’ rule, there are three other rules such as additional rule, multiplication rule and total probability rule which are relevant to conditional probability. Given two random events (or random variables) *X* and *Y*, the additional rule (Montgomery & Runger, 2003, p. 33) and multiplication rule (Montgomery & Runger, 2003, p. 44) are expressed in equations 1.2 and 1.3, respectively as follows:

|  |  |
| --- | --- |
|  | (1.2) |

|  |  |
| --- | --- |
|  | (1.3) |

Where notations and denote union operator and intersection operator in set theory (Wikipedia, Set (mathematics), 2014). Your attention please, when *X* and *Y* are numerical variables, notations and also denote operators “or” and “and” in theory logic (Rosen, 2012, pp. 1-12). The probability *P*(*X*, *Y*) is often known as joint probability.

If *X* and *Y* are mutually exclusive () then, is often denoted as *X*+*Y* and we have:

(Due to *P*(Ø) = 0)

*X* and *Y* are mutually independent if and only if one of three following conditions is satisfied:

When *X* and *Y* are mutually independent, are often denoted as *XY* and we have:

Given a complete set of mutually exclusive events *X*1, *X*2,…, *Xn* such that

The total probability rule (Montgomery & Runger, 2003, p. 44) is specified in equation 1.4 as follows:

|  |  |
| --- | --- |
|  | (1.4) |

If *X* and *Y* are continuous variables, the total probability rule is re-written in integral form as follows:

|  |  |
| --- | --- |
|  | (1.5) |

Note, *P*(*Y|X*) and *P*(*X*) are continuous functions known as probability density functions mentioned right after. Please pay attention to Bayes’ rule (equation 1.1) and total probability rule (equations 1.4 and 1.5) because they are used frequently over the whole research.

**Bayesian network (BN)** (Neapolitan, 2003, p. 40) is combination of graph theory and Bayesian inference. It is a directed acyclic graph (DAG) which has a set of nodes and a set of directed arcs; please pay attention to the terms “DAG” and “BN” because they are used over the whole research. By default, directed graphs in this report are DAGs if there no additional explanation. Each node represents a random variable which can be an evidence or hypothesis in Bayesian inference. Each arc reveals the relationship among two nodes. If there is the arc from node *A* to *B*, we call “*A* causes *B*” or “*A* is parent of *B*”, in other words, *B* depends conditionally on *A*. Otherwise there is no arc between *A* and *B*, it asserts a conditional independence. Note, in BN context, terms: *node and variable are the same*. BN is also called *belief network* or *causal network*.

Moreover, each node has a local Conditional Probability Distribution (CPD) with attention that conditional probability distribution is often called shortly *probability distribution* or *distribution*. If variables are discrete, CPD is simplified as Conditional Probability Table (CPT). If variables are continuous, CPD is often called conditional Probability Density Function (PDF) which will be mentioned in section 4 – how to learn CPT from beta density function. PDF can be called *density function*, in brief. CPD is the general term for both CPT and PDF; there is convention that CPD, CPT and PDF indicate both probability and conditional probability. In general, each CPD, CPT or PDF specifies a random variable and is known as the *probability distribution* or *distribution* of such random variable.

Another representation of CPD is cumulative distribution function (CDF) (Montgomery & Runger, 2003, p. 64) (Montgomery & Runger, 2003, p. 102) but CDF and PDF have the same meaning and they share interchangeable property when PDF is derivative of CDF; in other words, CDF is integral of PDF. In practical statistics, PDF is used more commonly than CDF is used and so, PDF is mentioned over the whole research. Note, notation *P*(.) often denotes probability and it can be used to denote PDF but we prefer to use lower case letters such as *f* and *g* to denote PDF. Given a variable having PDF *f*, we often state that “such variable has distribution *f* or such variable has density function *f*”. Let *F*(*X*) and *f*(*X*) be CDF and PDF, respectively, equation 1.6 is the definition of CDF and PDF.

|  |  |
| --- | --- |
|  | (1.6) |

Because this introduction section focuses on BN, please read (Montgomery & Runger, 2003, pp. 98-103) for more details about CDF and PDF.

Now please pay attention to the concept CPT because it occurs very frequently in the research; you can understand simply that CPT is essentially collection of discrete conditional probabilities of each node (variable). It is easy to infer that CPT is discrete form of PDF. When one node is conditionally dependent on another, there is a corresponding probability (in CPT or CPD) measuring the influence of causal node on this node. In case that node has no parent, its CPT *degenerates into prior probabilities*. This is the reason CPT is often identified with probabilities and conditional probabilities. This report focuses on discrete BN and so CPT is an important concept.

**Example 1.1.** In figure 1.1, event “cloudy” is cause of event “rain” which in turn is cause of “grass is wet” (Murphy, 1998). So we have three causal relationships of: 1-cloudy to rain, 2- rain to wet grass, 3- sprinkler to wet grass. This model is expressed below by BN with four nodes and three arcs corresponding to four events and three relationships. Every node has two possible values True (1) and False (0) together its CPT.
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**Figure 1.1.** Bayesian network (a classic example about wet grass)

Note that random variables *C*, *S*, *R*, and *W* denote phenomena or events such as cloudy, sprinkler, rain, and wet grass, respectively and the table next to each node expresses the CPT of such node. For instance, focusing on the CPT attached to node “Wet grass”, if it is rainy (*R*=1) and garden is sprinkled (*S*=1), it is almost certain that grass is wet (*W*=1). Such assertion can be represented mathematically by the condition probability of event “grass is wet” (*W*=1) given evident events “rain” (*R*=1) and “sprinkler” (*S*=1) is 0.99 as in the attached table, *P*(*W*=1|*R*=1, *S*=1) = 0.99. As seen, the conditional probability *P*(*W*=1|*R*=1,*S*=1) is an entry of the CPT attached to node “Wet grass”■

In general, BN consists of two models such as qualitative model and quantitative model. Qualitative model is the structure as the DAG shown in figure 1.1. Quantitative model includes parameters which are CPTs attached to nodes in BN. Thus, CPTs as well as conditional probabilities are known as parameters of BN. Parameter learning and structure learning will be mentioned in sections 4 and 5. Beside important subjects of BN such as parameter learning and structure learning, there is a more essential subject which is inference mechanism inside BN when the inference mechanism is a very powerful mathematical tool that BN provides us. Before studying inference mechanism in this wet grass example, we should know other basic concepts of Bayesian network.

Let {*X*1, *X*2,…, *Xn*} be the set of nodes in BN, the joint probability distribution is defined as the probability function of event {*X*1=*x*1, *X*2=*x*2,…, *Xn=xn*} (Neapolitan, 2003, p. 24). Such joint probability distribution satisfies two conditions specified by equation 1.7:

|  |  |
| --- | --- |
|  | (1.7) |

Later, we will know that a BN is modeled as the pair (*G*, *P*) where *G* is a DAG and *P* is a joint probability distribution. However, it is not easy to determine *P* by equation 1.7. As usual, *P* is defined based on Markov condition. Let *PAi* be the set of direct parent nodes of *Xi.* Informally, a BN satisfies Markov condition if each *Xi* is only dependent on *PAi*. Markov condition will be made clear in section 2.Hence, the joint probability distribution *P*(*X*1, *X*2,…, *Xn*) is defined as product of all CPTs of nodes according to equation 1.8 so that Markov condition is satisfied.

|  |  |
| --- | --- |
|  | (1.8) |

Note that *P*(*Xi*|*PAi*) in equation 1.8 is CPT of *Xi* and so the joint probability distribution *P* in equation 1.8 is defined as product of CPTs.

According to Bayesian rule, given evidence (random variables) , the posterior probability *P*(*Xi*|) of variable *Xi* is computed in equation 1.9 as below:

|  |  |
| --- | --- |
|  | (1.9) |

Where *P*(*Xi*) is prior probability of random variable *Xi* and *P*(|*Xi*) is conditional probability of occurring given *Xi* and *P*() is probability of occurring together all mutually exclusive cases of *X*. From equations 1.8 and 1.9, we gain equation 1.10 as follows:

|  |  |
| --- | --- |
|  | (1.10) |

Where and are all possible values *X* = (*X*1, *X*2,…, *Xn*) with fixing (excluding) and fixing (excluding) , respectively. Note that evidence including at least one random variable *Xi* is a subset of *X* and the sign “\” denotes the subtraction (excluding) in set theory (Wikipedia, Set (mathematics), 2014). Please pay attention that the equation 1.10 is the base for inference inside Bayesian network, which is used over the whole research. Equations 1.9 and 1.10 are extensions of Bayes’ rule specified by equation 1.1. It is not easy to understand equation 1.10 and so, please see equations 1.12 and 1.13 which are advanced posterior probabilities applied into wet grass example in order to comprehend equation 1.10.

**Example 1.2.** From figure 1.1 of wet grass example, we have the joint probability *P*(*C*, *R*, *S*, *W*) as follows:

Applying equation 1.8, *P*(*S*|*C*)=*P*(*S*) due to no conditional independence assertion about variables *S* and *C*. Furthermore, because *S* is intermediate node between *C* and *W*, we should remove *C* from *P*(*W | C*, *R*, *S*), hence *P*(*W* | *C*, *R*, *S*)= *P*(*W* | *R*, *S*). In short, applying equation 1.8, we have equation 1.11 for determining global joint probability distribution of “wet grass” Bayesian network as follows:

|  |  |
| --- | --- |
|  | (1.11) |

Using Bayesian inference, we need to compute the posterior probability of each hypothesis node in network. In general, the computation based on Bayesian rule is known as the inference in BN.

Reviewing figure 1.1, suppose *W* becomes evidence variable which is observed as the fact that the grass is wet, so, *W* has value 1. There is request for answering the question: how to determine which cause (sprinkler or rain) is more possible for wet grass. Hence, we will calculate two posterior probabilities of *R* (=1) and *S* (=1) in condition *W* (=1). Such probabilities called *explanations* for *W* are simple forms of equation 1.10, expended by equations 1.12 and 1.13 as follows:

|  |  |
| --- | --- |
|  | (1.12) |

|  |  |
| --- | --- |
|  | (1.13) |

Note that the numerator in the right side of equation 1.12 is the sum of possible probabilities over possible values of *C* and *S*. Concretely, we have an interpretation for the numerator as follows:

Applying equation 1.11 for global joint probability distribution of “wet grass” Bayesian network, we have:

It is easy to infer that there is the same interpretation for numerators and denominators in right sides of equations 1.12 and 1.13 and the previous equation 1.10 is also understood simply by this way when {*C*, *S*} = {*C*, *R*, *S*, *W*}\{*R*, *W*} and fixing {*R*, *W*}. In similar, we have:

In fact, equations 1.12 and 1.13 are expansions of equation 1.10. As a result, we have:

Obviously, the posterior probability of event “sprinkler” (*S*=1) is larger than the posterior probability of event “rain” (*R*=1) given evidence “wet grass” (*W*=1), which leads to conclusion that sprinkler is the most likely cause of wet grass■

Now a short description of Bayesian is introduced. Next section will concern advanced concepts of Bayesian network.

# 2. Advanced concepts

Recall that the structure of a Bayesian network (BN) is directed acyclic graph (DAG) (Neapolitan, 2003, p. 40) in which the nodes (vertices) are linked together by directed edges (arcs); each edge expresses dependence relationships between nodes. If there is the edge from node *X* to *Y*, we call “*X* causes *Y*” or “*X* is parent of *Y*”, in other words, *Y* depends conditionally on *X*. So, the edge *X→Y* denotes parent-child, prerequisite, or cause-effect relationship (causal relationship). Otherwise there is no edge between *X* and *Y*, it asserts the conditional independence. When we focus on cause-effect relationship in which *X* is direct cause of *Y*, the edge *X→Y* is called causal edge. Let *V* = {*X*1, *X*2, *X*3,…, *Xn*} and *E* be a set of nodes and a set of edges, let *G* = (*V*, *E*) denote a DAG where *V* is a set of nodes, *E* is a set of edges, and there is no directed cycle in *G*. The “wet grass” graph shown in figure 1.1 is a DAG. Figure 2.1 (Neapolitan, 2003, p. 72) shows three DAGs.
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**Figure 2.1.** Three DAGs

Note that node *Xi* is also random variable. In this report, uppercase letters, for example *X*, *Y*, *Z*, often denote random variables or set of random variables whereas lowercase letters, for example *x*, *y*, *z*, often denote their instantiations. We should glance over other popular concepts (Neapolitan, 2003, p. 31), (Neapolitan, 2003, p. 71).

* If there is an edge between *X* and *Y* (*X*→*Y* or *X*←*Y*) then, *X* and *Y* are called *adjacent* each other(or *incident* to the edge). Given the edge *X*→*Y*, the tail is at *X* and the head is at *Y*.
* Given *k* nodes {*X*1, *X*2, *X*3,…, *Xk*} in such a way that every pair of node (*Xi*, *Xi*+1) are incident to the edge *Xi→Xi*+1 where 1![](data:image/x-wmf;base64,183GmgAAAAAAACABYAECCQAAAABTXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///9X////gAAAANQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAFcQCipA8RIAMKnzdzmp83cgMPV3QRBmMwQAAAAtAQAACAAAADIKIAE2AAEAAACjeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAABBEGYzAAAKACEAigEAAAAA/////1zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) *i ![](data:image/x-wmf;base64,183GmgAAAAAAACABYAECCQAAAABTXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///9X////gAAAANQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAFsQCrVA8RIAMKnzdzmp83cgMPV3NBBmfAQAAAAtAQAACAAAADIKIAE2AAEAAACjeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAA0EGZ8AAAKACEAigEAAAAA/////1zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) k*–1, all edges that connects such *k* nodes compose a *path* from *X*1 to *Xk* denoted as [*X*1, *X*2, *X*3,…, *Xk*] or *X*1*→X*2*→…→Xk*. The nodes *X*2, *X*3,…, *Xk*–1 are called *interior* nodes of the path. A *sub-path* *Xm→…Xn* is the path from *Xm* to *Xn*: *Xm→Xm*+1*→…→Xn* where 1 *≤ m < n ≤ k*. A *directed cycle* is the path from a node to itself. A *simple path* is the path that has no directed cycle. A DAG is the directed graph that has no directed cycle. By default, directed graphs in this report are DAGs if there no additional explanation. Figures 1.1 and 2.1 are examples of DAG. When we focus on cause-effect relationship in which everyedge is causal edge, the DAG is called *causal DAG*.
* If there is an edge from *X* to *Y* then, *X* is called *parent* of *Y*. If there is a path from *X* to *Y* then, *X* is called *ancestor* of *Y* and *Y* is called *descendant* of *X*. If *Y* isn’t a descendant of *X* then, *Y* is called *non-descendent* of *X*.
* If the direction isn’t considered then edge and path are called *link* and *chain*, respectively. Link is denoted *X–Y*. Chain is denoted *X–Y–Z*, for example. A *cycle* is the chain from a node to itself. A *simple chain* is the chain that has no cycle. The concepts “adjacent”and “incident” are kept intact with link.
* A DAG *G* is a *directed tree* if every node except root has only one parent. A DAG *G* is called *singly-connected* if there is only one chain (if exists) between two nodes. Of course, directed tree is singly-connected DAG. In figure 2.1, the DAG (b) is a singly-connected DAG and the DAG (c) is a directed tree.

The strength of dependence between two nodes is quantified by conditional probability table (CPT) in discrete case. In continuous case, CPT becomes conditional probability density function (CPD). So, each node has its own local CPT. In case that a node has no parent, its CPT degenerates into prior probabilities. For example, suppose *Xk* is binary node and it has two parents *Xi* and *Xj*, the CPT of *Xk* which is the conditional probability *P*(*Xk | Xi, Xj*) has eight entries:

|  |  |
| --- | --- |
| *P*(*Xk*=1*|Xi*=1, *Xj*=1) | *P*(*Xk*=0*|Xi*=1, *Xj*=1) |
| *P*(*Xk*=1*|Xi*=1, *Xj*=0) | *P*(*Xk*=0*|Xi*=1, *Xj*=0) |
| *P*(*Xk*=1|*Xi*=0, *Xj*=1) | *P*(*Xk*=0*|Xi*=0, *Xj*=1) |
| *P*(*Xk*=1|*Xi*=0, *Xj*=0) | *P*(*Xk*=0*|Xi*=0, *Xj*=0) |

The joint probability distribution of whole BN is established according to equation 1.7.

However, as usual, the joint probability distribution is formulated as product of CPTs or CPDs of nodes according to equation 1.8 so that Markov condition is satisfied, as follows:

Markov condition will be mentioned later. Note, the conditional probability *P*(*Xi*|*PAi*) is CPT of node *Xi* where *PAi* is the set of direct parents of *Xi*. Let (*G*, *P*) denote a BN where *G* = (*V*, *E*) is a DAG and *P* is a joint probability distribution. Hence, BN is a combination of probabilistic model and graph model. Note, by default, *G* is a DAG.

Suppose a BN has *n* binary nodes, the joint probability distribution *P*(*X*1, *X*2,…, *Xn*) requires 2*n* entries. There is a restrictive criterion called Markov condition that makes relationships (also CPT) among nodes simpler. Firstly, we need to know concept of conditional independence and then Markov condition will be mention later. Given a DAG *G* = (*V*, *E*), a joint probability distribution *P*, and three subsets of *V* such as *A*, *B*, and *C*, we define:

* The denotation *IP*(*A*, *B*) indicates that *A* and *B* are independent (Neapolitan, 2003, p. 18), which means that *P*(*A*, *B*) = *P*(*A*)*P*(*B*). Note, the *direct independence* *IP*(*A*, *B*) here is defined based on the joint probability distribution.
* The denotation *IP*(*A*, *B | C*) indicates that *A* and *B* are conditionally independent given *C* (Neapolitan, 2003, p. 19), which means that *P*(*A*, *B* | *C*) = *P*(*A* | *C*)*P*(*B* | *C*). Note, the *conditional independence* *IP*(*A*, *B | C*) here is defined based on the joint probability distribution. The conditional independence *IP*(*A*, *B | C*) is the most general case because *C* can be empty such that *IP*(*A*, *B |* Ø) = *IP*(*A*, *B*).

In general, equation 2.1 specified the conditional independence *IP*(*A*, *B* | *C*).

|  |  |
| --- | --- |
|  | (2.1) |

For convention, let *NIP*(*A*, *B | C*) denote *conditional dependence*, which means than *A* and *B* are conditionally dependent given *C*. *C* can be empty and of course we have *NIP*(*A*, *B |* Ø) = *NIP*(*A*, *B*). Note, *NIP*(*A*, *B*) is also called *direct dependence* and *NIP*(*A*, *B | C*) is the inverse of *IP*(*A*, *B | C*).

According to definition 2.5 in (Neapolitan, 2003, p. 75), two conditional independences *IP*(*A*1, *B*1 *| C*1) and *IP*(*A*2, *B*2 *| C*2) are *equivalent* if for every joint probability distribution *P* of *V*, *IP*(*A*1, *B*1 *| C*1) holds if and only if *IP*(*A*2, *B*2 *| C*2) holds. Note, *V* is the set of random variables (nodes) in *G* = (*V*, *E*).

## 2.1. Markov condition

Recall that let (*G*, *P*) denote a BN where *G* = (*V*, *E*) is a DAG and *P* is a joint probability distribution. **Markov condition** (Neapolitan, 2003, p. 31) is stated that every node *X* is conditionally independent from its non-descendants given its parents. In other words, node *X* is only dependent on its directed parents. Equation 2.1.1 defines Markov condition (Neapolitan, 2003, p. 31).

|  |  |
| --- | --- |
|  | (2.1.1) |

Where *NDX* and *PAX* are the set of non-descendants of *X* and the set of parents of *X*, respectively. As a convention, *NDX* excludes *X* and *PAX* excludes *X* too, such that . *NDX* is not empty but *PAX* can be empty. When *PAX* is empty, equation 2.1.1 becomes:

Note, Markov condition is defined based on the joint probability distribution *P* and so, equation 2.1.1 is interpreted as follows:

When *PAX* is empty,

By default, BN satisfies Markov condition. Because inference and structure learning algorithms are based on Markov condition, please pay attention to it.

**Example 2.1.1.** Given two DAGs *G*1 and *G*2 shown in figure 2.1.1 and a joint probability distribution *P*(*X*, *Y*, *Z*), we will test whether (*G*1, *P*) and (*G*2, *P*) satisfy Markov condition.
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**Figure 2.1.1.** An example of two DAGs

Variable *X*, *Y*, and *Z* represents colored objects, numbered objects, and square-round objects, respectively (Neapolitan, 2003, p. 11). There are such 13 objects shown in figure 2.2.2 (Neapolitan, 2003, p. 12).
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**Figure 2.1.2.** Thirteen objects

Values of *X*, *Y*, and *Z* are defined in table 2.1.1 (Neapolitan, 2003, p. 32).

|  |  |
| --- | --- |
| *X*=1 | All black objects |
| *X*=0 | All white objects |
| *Y*=1 | All object named “1” |
| *Y*=0 | All object named “2” |
| *Z*=1 | All square objects |
| *Z*=0 | All round objects |

**Table 2.1.1.** Values of variables representing thirteen objects

The joint probability distribution *P*(*X*, *Y*, *Z*) assigns a probability of 1/13 to each object. In other words, *P*(*X*, *Y*, *Z*) is determined as relative frequencies among such 13 objects. For example, *P*(*X*=1, *Y*=1, *Z*=1) is probability of objects which are black, named “1”, and square. There are 2 such objects and hence, *P*(*X*=1, *Y*=1, *Z*=1) = 2/13. As another example, we need to calculate the marginal probability *P*(*X*=1, *Y*=1) and the conditional probability *P*(*Y*=1, *Z*=1 | *X*=1). Because there are 3 black and named “1” objects, we have *P*(*X*=1, *Y*=1) = 3/13. Because there are 2 named “1” and square objects among objects 9 black objects, we have *P*(*Y*=1, *Z*=1 | *X*=1) = 2/9. It is easy to verify that the joint probability distribution *P*(*X*, *Y*, *Z*) satisfies equation 1.7, as seen in table 2.1.2:

|  |  |
| --- | --- |
| *X*, *Y*, *Z* | *P*(*X*, *Y*, *Z*) |
| 1, 1, 1 | 2/13 |
| 1, 1, 0 | 1/13 |
| 1, 0, 1 | 4/13 |
| 1, 0, 0 | 2/13 |
| 0, 1, 1 | 1/13 |
| 0, 1, 0 | 1/13 |
| 0, 0, 1 | 1/13 |
| 0, 0, 0 | 1/13 |

**Table 2.1.2.** Joint probability distribution *P*(*X*, *Y*, *Z*)

For (*G*1, *P*), we only test whether *IP*({*Y*}, {*Z*} | {*X*}) holds because there is only one possible *IP*({*Y*}, {*Z*} | {*X*}) in *G*1 according to Markov condition. In other words, we will test if *P*(*Y*, *Z* | *X*) = *P*(*Y* | *X*)*P*(*Z* | *X*) for all values of *X*, *Y*, and *Z*. Table 2.1.3 compares *P*(*Y*, *Z* | *X*) with *P*(*Y* | *X*)*P*(*Z* | *X*) for all values of *X*, *Y*, *Z*.

|  |  |  |
| --- | --- | --- |
| *X*, *Y*, *Z* | *P*(*Y*, *Z*|*X*) | *P*(*Y*|*X*)*P*(*Z*|*X*) |
| 1, 1, 1 | 2/9 | (3/9)\*(6/9)=2/9 |
| 1, 1, 0 | 1/9 | (3/9)\*(3/9)=1/9 |
| 1, 0, 1 | 4/9 | (6/9)\*(6/9)=4/9 |
| 1, 0, 0 | 2/9 | (6/9)\*(3/9)=2/9 |
| 0, 1, 1 | 1/4 | (2/4)\*(2/4)=1/4 |
| 0, 1, 0 | 1/4 | (2/4)\*(2/4)=1/4 |
| 0, 0, 1 | 1/4 | (2/4)\*(2/4)=1/4 |
| 0, 0, 0 | 1/4 | (2/4)\*(2/4)=1/4 |

**Table 2.1.3.** Comparison of *P*(*Y*, *Z* | *X*) with *P*(*Y* | *X*)*P*(*Z* | *X*)

From table 2.1.3, *P*(*Y*, *Z* | *X*) equals *P*(*Y* | *X*)*P*(*Z* | *X*) for all values of *X*, *Y*, and *Z*, which implies *IP*({*Y*}, {*Z*} | {*X*}) holds. Hence, (*G*1, *P*) satisfies Markov condition.

For (*G*2, *P*), we only test whether *IP*({*Y*}, {*Z*}) holds because there is only one possible *IP*({*Y*}, {*Z*}) in *G*2. In other words, we will test if *P*(*Y*, *Z*) = *P*(*Y*)*P*(*Z*) for all values of *Y* and *Z*. Table 2.1.4 compares *P*(*Y*, *Z*) with *P*(*Y*)*P*(*Z*) for all values of *X*, *Y*, *Z*.

|  |  |  |
| --- | --- | --- |
| *Y*, *Z* | *P*(*Y*, *Z*) | *P*(*Y*)*P*(*Z*) |
| 1, 1 | 3/13 | (5/13)\*(8/13)=40/169 |
| 1, 0 | 2/13 | (5/13)\*(5/13)=25/169 |
| 0, 1 | 5/13 | (8/13)\*(8/13)=64/169 |
| 0, 0 | 3/13 | (8/13)\*(5/13)=40/169 |

**Table 2.1.4.** Comparison of *P*(*Y*, *Z*) with *P*(*Y*)*P*(*Z*)

From table 2.1.4, *P*(*Y*, *Z*) is different from *P*(*Y*)*P*(*Z*) for all values of *Y* and *Z*, which implies *IP*({*Y*}, {*Z*}) does not hold. Hence, (*G*2, *P*) does not satisfy Markov condition■

According to theorem 1.4 in (Neapolitan, 2003, p. 34), if Markov condition is satisfied, evaluation of the joint probability distribution equals evaluation of the product of conditions probabilities of nodes given values of their parents (Neapolitan, 2003, p. 34) whenever these conditional probabilities exist. Note, nodes are evaluated as values. For example, given *P*1 is a joint probability distribution. Suppose we do not know the formula of *P*1 but if (*G*, *P*1) where *G* is a DAG satisfies Markov condition in evaluation then:

|  |  |
| --- | --- |
|  | (2.1.2) |

The expression is called *Markov condition formula*. In other words, according to theorem 1.4 in (Neapolitan, 2003, p. 34), if a (*G*, *P*) satisfies Markov condition then *P* also satisfies Markov condition formulaspecified equation 2.1.2 in evaluation. Recall that the conditional probability *P*(*Xi*|*PAi*) is CPT or CPD of *Xi*. The proof of theorem 1.4 is in (Neapolitan, 2003, pp. 34-35).

Conversely, according to theorem 1.5 in (Neapolitan, 2003, p. 37), given a DAG *G* and every node *Xi* in *G* has a condition probability *P*(*Xi* | *PAi*) on its parents. If the joint probability distribution is defined as product of conditions probabilities of nodes given their parents, according to equation 1.8, then (*G*, *P*) satisfies Markov condition. In other words, if the joint probability distribution is defined as Markov condition formula then, the (*G*, *P*) satisfies Markov condition. The proof of theorem 1.4 is in (Neapolitan, 2003, pp. 37-38). Theorems 1.4 and 1.5 are corner stone of Bayesian network, which are invented by Neapolitan.

BN is constructed in practice with theorem 1.5 in (Neapolitan, 2003, p. 37). Markov condition reduces significantly computational cost. Suppose a DAG *G* has *n* binary nodes, the joint probability distribution *P*(*X*1, *X*2,…, *Xn*) requires 2*n* entries. However, given *P* is established according to theorem 1.5 in (Neapolitan, 2003, p. 37), if every node has at most *k* (<<*n*) parents then, *P* needs only *n*2*k* (<<2*n*) entries at most because each node needs 2*k* entries at most for its CPT.

**Example 2.1.2.** For illustrating theorem 1.4 in (Neapolitan, 2003, p. 34), given the DAG *G*1 shown in figure 2.1.1 and a joint probability distribution *P*(*X*, *Y*, *Z*) defined as relative frequencies among 13 objects shown in figure 2.1.2. In other words, *P*(*X*, *Y*, *Z*) assigns a probability of 1/13 to each object. For example, because there are 2 such objects and hence, we have *P*(*X*=1, *Y*=1, *Z*=1) = 2/13. Because there are 3 black and named “1” objects, we have *P*(*X*=1, *Y*=1) = 3/13.

From example 2.1.1, we know that (*G*1, *P*) satisfies Markov condition according to definition equation 2.1.1, we will prove that the joint probability distribution *P*(*X*, *Y*, *Z*) also satisfies Markov condition formula according to equation 2.1.2. The Markov condition formula for *G*1 is *P*(*Y*, *Z*|*X*)*P*(*X*).

|  |  |  |
| --- | --- | --- |
| *X*, *Y*, *Z* | *P*(*X*, *Y*, *Z*) | *P*(*Y*, *Z*|*X*)*P*(*X*) |
| 1, 1, 1 | 2/13 | (2/9)\*(9/13)=2/13 |
| 1, 1, 0 | 1/13 | (1/9)\*(9/13)=1/13 |
| 1, 0, 1 | 4/13 | (4/9)\*(9/13)=4/13 |
| 1, 0, 0 | 2/13 | (2/9)\*(9/13)=2/13 |
| 0, 1, 1 | 1/13 | (1/4)\*(4/13)=1/13 |
| 0, 1, 0 | 1/13 | (1/4)\*(4/13)=1/13 |
| 0, 0, 1 | 1/13 | (1/4)\*(4/13)=1/13 |
| 0, 0, 0 | 1/13 | (1/4)\*(4/13)=1/13 |

**Table 2.1.5.** Comparison of the joint probability distribution *P*(*X*, *Y*, *Z*) with the Markov condition formula *P*(*Y*, *Z*|*X*)*P*(*X*)

From table 2.1.5, *P*(*X*, *Y*, *Z*) equals *P*(*Y*, *Z*|*X*)*P*(*X*) for all values of *X*, *Y*, and *Z*, which implies the joint probability distribution *P*(*X*, *Y*, *Z*) also satisfies Markov condition formula according to equation 2.1.2.

For illustrating theorem 1.5 in (Neapolitan, 2003, p. 37), from example 2.1.1, given (*G*2, *P*) shown in figure 2.1.1 where its joint probability distribution *P*(*X*, *Y*, *Z*) is defined as relative frequencies among 13 objects and its DAG *G*2 does not satisfy Markov condition, we prove that (*G*2, *P*) will satisfies Markov condition if *P* is re-defined as Markov condition formula according to theorem 1.5 in (Neapolitan, 2003, p. 37).

Note, *P*(*Y*), *P*(*Z*), and *P*(*X*|*Y*, *Z*) are CPTs calculated as relative frequencies among 13 objects shown in figure 2.1.2. Instead of evaluating the new *P* for all values of *X*, *Y*, and *Z* as usual, we will prove by symbolic inference. In fact, we have:

It implies *P*(*Y*, *Z*) = *P*(*Y*)*P*(*Z*) for all values of *Y* and *Z*, which means that the unique conditional independence *IP*({*Y*}, {*Z*}) holds. Hence (*G*2, *P*) with new *P* satisfies Markov condition according to the definition 1.9 in (Neapolitan, 2003, p. 31)■

Every joint probability distribution *P* owns “inherent” conditional independences. When a (*G*, *P*) satisfies Markov condition, each “Markov” conditional independence of each node from its non-descendants given its parents belongs to “inherent” conditional independences of *P* via equation 2.1.1. In other words, that (*G*, *P*) satisfies Markov condition means *G* entails only a subset or whole of “inherent” conditional independences of *P*. For example, given (*G*1, *P*) specified by figure 2.1.1 and table 2.1.1, the *IP*({*Y*}, {*Z*} | {*X*}) is a “Markov” conditional independence of *Y* (and *Z*) given parent node *X* and it is also a “inherent” conditional independence derived from *P*. There is a question: whether Markov condition entails other conditional independences different from “Markov” conditional independences of nodes? Neapolitan (Neapolitan, 2003, p. 66) said yes.

According to definition 2.1 in (Neapolitan, 2003, p. 66), let *G* = (*V*, *E*) be a DAG, where *V* is a set of random variables. We say that, based on the Markov condition, *G* entails conditional independence *IP*(*A*, *B* | *C*) for *A*, *B*, *C* ⊆ *V* if *IP*(*A*, *B* | *C*) holds for every where is the set of all joint probabilities that (*G*, *P*) satisfies Markov condition. Neapolitan (Neapolitan, 2003, p. 66) also said Markov condition entails the conditional independence *IP*(*A*, *B* | *C*) for *G* and that the conditional independence *IP*(*A*, *B* | *C*) is in *G*. As a convention, such *IP*(*A*, *B* | *C*) is called *entailed conditional independence*. Of course, “Markov” conditional independence is an entailed conditional independence. An “inherent” conditional independence (in a *P*) that is not entailed by Markov condition is called *non-entailed conditional independence*. In general, within Markov condition, let *M* be the set of “Markov” conditional independences, let *E* be the set of entailed conditional independence, and let *NP* be the set of “inherent” conditional independences in a given *P*, we have:

Your attention please, the sets *M* and *E* are determined over all where is the set of all joint probabilities that (*G*, *P*) satisfies Markov condition. In other words, *M* is the same for all and *E* is the same for all .

According to lemma 2.2 in (Neapolitan, 2003, p. 75), any conditional independence entailed by a DAG, based on the Markov condition, is equivalent to a conditional independence among disjoint sets of random variables. Please see the aforementioned definition 2.5 in (Neapolitan, 2003, p. 75) for more details about equivalent independence. For instance, given three sets of random variables *A*, *B*, and *C* such that *A* ∩ *B* = Ø, *A* ∩ *C* ≠ Ø, and *B* ∩ *C* ≠ Ø, that is, for every probability distribution *P* of *V*, *IP*(*A*, *B* | *C*) holds if and only *IP*(*A*\*C*, *B*\*C* | *C*) holds. Obviously, *A*\*C*, *B*\*C*, and *C* are disjoint sets. Note, the sign “\” denotes the subtraction (excluding) in set theory (Wikipedia, Set (mathematics), 2014).

**Example 2.1.2.** For illustrating concept of entailed conditional independence, given a DAG *G* = (*V*, *E*) shown in figure 2.1.3 (Neapolitan, 2003, p. 67). Let be the set of all joint probability distributions such that (*G*, *P*) satisfies Markov condition for all .
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**Figure 2.1.3.** A DAG for illustrating concept of entailed conditional independence

Because the DAG in figure 2.1.3 has only two “Markov” conditional independences *IP*({*W*}, {*X*, *Y*} | {*Z*}) and *IP*({*Z*}, {*X*} | {*Y*}), all own the twos. Hence, if another conditional independence is derived from the twos, it is an entailed conditional independence entailed by Markov condition.

From *IP*({*W*}, {*X*, *Y*} | {*Z*}), according to equation 2.1, we have:

From *IP*({*W*}, {*X*, *Y*} | {*Z*}), according to equation 2.1, we also have:

It implies

Hence, *W* is conditionally independent from *Y* given *Z*. In other words, we have:

From *IP*({*Z*}, {*X*} | {*Y*}) we have:

Neapolitan (Neapolitan, 2003, p. 68) proved that:

(Due to total probability rule)

(Due to *P*(*W*|*Y*, *Z*) = *P*(*W*|*Z*, *X*, *Y*) and *P*(*Z*|*X*, *Y*) = *P*(*Z*|*Y*))

(Due to total probability rule)

Obviously, *W* and *X* are conditionally independent given *Y* and so it is asserted that *IP*({*W*}, {*X*} | {*Y*}) is entailed from Markov condition■

Although Markov condition entails independence, it does not entail dependence. Concretely (Neapolitan, 2003, p. 65), given a (*G*, *P*) satisfies Markov condition, the absence of an edge from node *X* to node *Y* implies independence of *Y* from *X* but the presence of an edge from node *X* to node *Y* does not implies dependence of *X* and *Y*. The faithfulness condition mentioned in subsection 2.4 will matches independence and dependence with absence and presence of edges.

## 2.2. d-separation

Independence in a (*G*, *P*) until now is defined based on the joint probability distribution. For instance, given a DAG *G* = (*V*, *E*), a joint probability distribution *P*, and subsets of *V* such as *A*, *B*, and *C*, a conditional independence *IP*(*A*, *B* | *C*) is defined as follows:

However, independence in a (*G*, *P*) can be defined by topology of the DAG *G* = (*V*, *E*). The concept of d-separation is used to determine topological independence. There are some important concepts that constitute the d-separation concept (Neapolitan, 2003, p. 71):

* The chain *X→Z→Y* or *X←Z←Y* is called *head-to-tail meeting*, in which the edges meet head-to-tail at *Z* and *Z* is a head-to-tail node on the chain. It is also called serial path.
* The chain *X←Z→Y* is called *tail-to-tail meeting*, in which the edges meet tail-to-tail at *Z* and *Z* is a tail-to-tail node on the chain. It is also called divergent chain.
* The chain *X→Z←Y* is called *head-to-head* *meeting*, in which the edges meet head-to-head at *Z*, and *Z* is a head-to-head node on the chain. It is also called convergent chain.
* The chain *X–Z–Y* is called *uncoupled* *meeting* if *X* and *Y* aren’t adjacent.

Let *X*, *Y* be two nodes and let *C* be a subset of nodes such that *C V*, , , and *X* ≠ *Y*. Note, *C* can be empty. Given the chain *p* between *X* and *Y*, *p* is *blocked* by *C* if and only if one of three following *blocked conditions* is satisfied (Neapolitan, 2003, pp. 71-72):

1. There is an intermediate node on *p* so that all edges on *p* incident to *Z* are head-to-tail meeting at *Z*.
2. There is an intermediate node on *p* so that all edges on *p* incident to *Z* are tail-to-tail meeting at *Z*.
3. There is an intermediate node *Z* on *p* so that:

* *Z* and all descendants of *Z* are not in *C* ().
* All edges op *p* incident to *Z* are head-to-head meetings.

The chain is called *active* given set *C* if it is not blocked by set *C*. The third blocked condition implies that all head-to-head meetings on *p* are outside *C*. *When C is empty (C =* Ø*), only the third block condition is tested for blocking* because obviously the first and second blocked conditions are not satisfied with empty *C*.

**Example 2.2.1.** The DAG shown in figure 2.2.1 is used for illustrating blocked conditions.
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**Figure 2.2.1.** A DAG for illustrating blocked conditions

In figure 2.2.1, we have:

* The chain *Y*–*X*–*Z*–*S* is blocked by {*X*} because the edges on the chain incident to *X* meet tail-to-tail at *X*, according to the condition 1 (Neapolitan, 2003, p. 72). That chain is also blocked by {*Z*} because the edges on the chain incident to *Z* meet head-to-tail at *Z*, according to the condition 1 (Neapolitan, 2003, p. 72).
* The chain *W*–*Y*–*R*–*Z*–*S* is blocked by because , , and the edges on the chain incident to *R* (such as *Y→R* and *Z→R*) meet head-to-head at *R*, according to the condition 3 (Neapolitan, 2003, p. 72).
* The chain *W*–*Y*–*R*–*S* is blocked by {*R*} because the edges on the chain incident to *R* meet head-to-tail at *R*, according to condition 1 (Neapolitan, 2003, p. 72).
* The chain *W*–*Y*–*R*–*Z*–*S* is not blocked by {*R*} because the edges on the chain incident to *R* (such as *Y→R* and *Z→R*) meet head-to-head at *R*. Moreover, this chain is not blocked by {*T*} because *T* is a descendent of *R* (Neapolitan, 2003, p. 72)■

According to definition 2.3 in (Neapolitan, 2003, p. 72), given a DAG *G* = (*E*, *V*), a subset *C* *V*, and two nodes *X* and *Y* are distinct and not in *C*. We say *X* and *Y* are **d-separated** by *C* if all chains between *X* and *Y* are blocked by *C*. *C* is also called a *d-separating* of *G*.

**Example 2.2.2.** In figure 2.2.1, we have:

* *X* and *R* are d-separated by {*Y*, *Z*} because the chain *X*–*Y*–*R* is blocked at *Y*, and the chain *X*–*Z*–*R* is blocked at *Z* (Neapolitan, 2003, p. 72).
* *X* and *T* are d-separated by {*Y*, *Z*} because the chain *X*–*Y*–*R*–*T* is blocked at *Y*, the chain *X*–*Z*–*R*–*T* is blocked at *Z*, and the chain *X*–*Z*–*S*–*R*–*T* is blocked at *Z* and at *S* (Neapolitan, 2003, p. 72)
* *W* and *X* are not d-separated by {*Y*} because there is a chain *W*–*Y*–*X* between *W* and *Y* which is not blocked at *Y* (Neapolitan, 2003, p. 72)
* *W* and *T* are not d-separated by {*Y*} because there is a chain *W*–*Y*–*X*–*Z*–*R*–*T* between *W* and *T* which is not blocked at *Y* (Neapolitan, 2003, p. 72). Note, none of three blocked conditions for {*Y*} is satisfied on the chain *W*–*Y*–*X*–*Z*–*R*–*T*■

According to definition 2.3 in (Neapolitan, 2003, p. 73), given DAG *G* = (*V*, *E*) and given *A*, *B*, and *C* are mutually disjoint subsets of *V*, if for every node and every node , *X* and *Y* are d-separated by *C* then, we have a topological independence denoted as follows:

If *C* is empty, we write:

Hence, *IG*(*A*, *B* | *C*) denotes a *d-separation* where *C* can be empty. The notation *NIG*(*A*, *B* | *C*) indicates that *A* and *B* are not d-separated by *C* and *C* can be empty. *NIG*(*A*, *B* | *C*) representing a topological dependence is the inverse of *IG*(*A*, *B* | *C*).

Of course, we have *IG*(*A*, *B* | Ø) = *IG*(*A*, *B*) and *NIG*(*A*, *B* | Ø) = *NIG*(*A*, *B*).

According to lemma 2.4 in (Neapolitan, 2003, p. 85), let *G* = (*V*, *E*) be a DAG then, node *X* and node *Y* are adjacent in *G* if and only if they are not d-separated by some set in *G*. According to corollary 2.2 in (Neapolitan, 2003, p. 86), let *G* = (*V*, *E*) be a DAG then, if node *X* and node *Y* are d-separated by some set, they are d-separated either by the set consisting of the parents of *X* or the set consisting of the parents of *Y*. According to lemma 2.5 in (Neapolitan, 2003, p. 86), given a DAG *G* = (*V*, *E*) and an uncoupled meeting *X*–*Z*–*Y*, the three following statements are equivalent:

1. *X*–*Z*–*Y* is a head-to-head meeting.
2. There exists a set not containing *Z* that d-separates *X* and *Y*.
3. All sets containing *Z* do not d-separate *X* and *Y*.

Lemma 2.1 in (Neapolitan, 2003, p. 74) is used to link conditional independence (probabilistic independence) and topological independence (d-separation). According to this lemma, let *G* = (*V*, *E*) be a DAG and let *P* be a joint probability distribution, the (*G*, *P*) satisfies Markov condition if and only if

|  |  |
| --- | --- |
|  | (2.2.1) |

Where *A*, *B*, and *C* are mutually disjoint subsets of *V*. From lemma 2.1 in (Neapolitan, 2003, p. 74), when the (*G*, *P*) satisfies Markov condition, the DAG *G* is called an *independence map* of *P*.

**Example 2.2.3.** Given a (*G*, *P*) satisfies Markov condition where *G* is the DAG shown in figure 2.2.1 and *P* is a joint probability distribution. We have *IG*({*X*}, {*R*} | {*Y*, *Z*}) because the chain *X*–*Y*–*R* is blocked at *Y*, and the chain *X*–*Z*–*R* is blocked at *Z* (Neapolitan, 2003, p. 72). Because (*G*, *P*) satisfies Markov condition, we also have *IP*({*X*}, {*R*} | {*Y*, *Z*}) according to lemma 2.1 (Neapolitan, 2003, p. 74). Indeed, we have:

(Due to total probability rule)

(Due to Markov condition for node *R*)

(Due to total probability rule)

Obviously, we have *IP*({*X*}, {*R*} | {*Y*, *Z*}).

Lemma 2.1 (Neapolitan, 2003, p. 74) implies that, based on Markov condition, given a DAG, every d-separation is a conditional independence. Conversely, given a (*G*, *P*) satisfies Markov condition, it is not sure that a conditional independence *IP*(*A*, *B* | *C*) in *P* implies a d-separation *IG*(*A*, *B* | *C*) as seen in equation 2.2.1. This one-way rule causes a so-called explaining away phenomenon (Fenton, Noguchi, & Neil, 2019) or Berkson’s paradox. Recall that there are three meetings mentioned in blocked conditions: head-to-tail (serial), tail-to-tail (divergent), and head-to-head (convergent). Three DAGs in figure 2.2.2 represent such three meetings. For extension, node *Z* in (a), (b), and (c) can be replaced by a set.
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**Figure 2.2.2.** Head-to-tail (a), tail-to-tail (b), and head-to-head (c)

*X* and *Y* are not d-separated on chains (a) and (b) by Ø because three blocked conditions are not satisfied here without intermediate nodes (set of immediate nodes is empty). So, we have *NIG*({*X*}, {*Y*}) on chains (a) and (b). However, *X* and *Y* are d-separated on chains (a) and (b) by *Z* if *Z* is instantiated (*Z* is known) according to the first and second blocked conditions. So, we have *IG*({*X*}, {*Y*} | {*Z*}) on chains (a) and (b).

Conversely, *X* and *Y* are d-separated on chain (c) by Ø according to the third blocked condition. So, we have *IG*({*X*}, {*Y*}) on chain (c). However, *X* and *Y* are not d-separated on chain (c) by *Z* if *Z* is instantiated (*Z* is known) because three blocked conditions are not satisfied here by the intermediate node *Z*. So, we have *NIG*({*X*}, {*Y*} | {*Z*}) on chains (c). The existence of both *IG*({*X*}, {*Y*}) and *NIG*({*X*}, {*Y*} | {*Z*}) on chain (c) is the explaining away phenomenon or Berkson’s paradox because we often expect that *X* is independent from *Y* given *Z* if we knew that *X* and *Y* are independent each other before. The explaining away phenomenon is illustrated in example 2.2.4. It is interesting that known *Z* blocks chains (a) and (b) at *Z* by *IG*({*X*}, {*Y*} | {*Z*}) but opens chain (c) at *Z* by *NIG*({*X*}, {*Y*} | {*Z*}).

**Example 2.2.4.** For illustrating the explaining away phenomenon, let (*G*, *P*) satisfies Markov condition where DAG *G* is shown in figure 2.2.2 (c) and *P* is a join probability distribution. From the d-separation *IG*({*X*}, {*Y*}), we have *IP*({*X*}, {*Y*}) according to lemma 2.1 in (Neapolitan, 2003, p. 74). Suppose both *X* and *Y* are failure causes of an engine *Z*. Engine is failed when *Z*=1 (*Z* is known). If we continue to know that *X* (*Y*) is the real failure cause, the probability of *Y* (*X*) is decreased, following *NIG*({*X*}, {*Y*} | {*Z*}). This means that if *Z* is known, *X* and *Y* influence each other. Suppose failure causes have the same possibility at original state (engine *Z* is not failed yet) and so we have: *P*(*X*=1) = *P*(*X*=0) = *P*(*Y*=1) = *P*(*Y*=0) = 0.5, and *P*(*Z*=1|*X*=1, *Y*=0) = *P*(*Z*=1|*X*=0, *Y*=1) = 0.8. Followings are pre-defined CPTs of *X*, *Y*, and *Z*.

|  |
| --- |
| *P*(*X*=1) = *P*(*X*=0) = 0.5  *P*(*Y*=1) = *P*(*Y*=0) = 0.5  *P*(*Z*=1|*X*=1, *Y*=0) = *P*(*Z*=1|*X*=0, *Y*=1) = 0.8  *P*(*Z*=0|*X*=1, *Y*=0) = *P*(*Z*=0|*X*=0, *Y*=1) = 0.2  *P*(*Z*=1|*X*=1, *Y*=1) = 0.9  *P*(*Z*=0|*X*=1, *Y*=1) = 0.1  *P*(*Z*=1|*X*=0, *Y*=0) = 0  *P*(*Z*=0|*X*=0, *Y*=0) = 1 |

Due to “Markov” conditional independence *IP*({*X*}, {*Y*}), we have:

*P*(*X*, *Y*) = *P*(*X*)*P*(*Y*), *P*(*Y*|*X*) = *P*(*Y*), and *P*(*X*|*Y*) = *P*(*X*)

Suppose engine *Z* is failed (*Z*=1) and we know *X* is the real failure cause (*X*=1), we need to calculate and compare *P*(*Y*=1|*X*=1, *Z*=1) with *P*(*Y*=1|*Z*=1). We have:

We also have:

Hence,

Hence,

(Due to Bayes’ rule)

(Due to *IP*(*X*, *Y*))

Whereas,

Obviously,that *P*(*Y*=1|*X*=1, *Z*=1) < *P*(*Y*=1|*Z*=1) means *X* and *Y* are influence each other given *Z*, which indicates existence of the conditional dependence *NIP*(*X*, *Y* | *Z*) following *NIG*(*X*, *Y* | *Z*) in this example■

Recall that, lemma 2.1 in (Neapolitan, 2003, p. 74) implies that, based on Markov condition, given a DAG, every d-separation is a conditional independence. Conversely, given a (*G*, *P*) satisfies Markov condition, it is not sure that a conditional independence *IP*(*A*, *B* | *C*) in *P* implies a d-separation *IG*(*A*, *B* | *C*) as seen in equation 2.2.1. However, an entailed conditional independence always implies a d-separation (Neapolitan, 2003, p. 75). Lemma 2.3 in (Neapolitan, 2003, p. 75) proved this. Recall that, according to definition 2.1 in (Neapolitan, 2003, p. 66), Markov condition can entail (entailed) conditional independences which are different from “Markov” conditional independences.

According to lemma 2.3 in (Neapolitan, 2003, p. 75), let *G* = (*V*, *E*) be a DAG and be the set of all probability distributions such that the (*G*, *P*) satisfies the Markov condition. Then for every three mutually disjoint subsets *A*, *B*, *C* ⊆ *V*,

|  |  |
| --- | --- |
|  | (2.2.2) |

It is easy to recognize that every *IP*(*A*, *B* | *C*) in equation 2.2.2 is an entailed conditional independence, according to definition 2.1 in (Neapolitan, 2003, p. 66).

According to definition 2.6 in (Neapolitan, 2003, p. 76), a conditional independence *IP*(*A*, *B* | *C*) is *identified by d-separation* in *G* if one of two following conditions is satisfied:

1. *IG*(*A*, *B* | *C*) holds.
2. *A*, *B*, and *C* are not mutually disjoint; *A*’, *B*’, and *C*’ are mutually disjoint, *IP*(*A*, *B* | *C*) and *IP*(*A*’, *B*’ | *C*’) are equivalent, and we have *IG*(*A*’, *B*’ | *C*’).

Recall that two conditional dependences *IP*(*A*1, *B*1 *| C*1) and *IP*(*A*2, *B*2 *| C*2) are equivalent if for every joint probability distribution *P* of *V*, *IP*(*A*1, *B*1 *| C*1) holds if and only if *IP*(*A*2, *B*2 *| C*2) holds, according to definition 2.5 in (Neapolitan, 2003, p. 75).

As a result, according to theorem 2.1 in (Neapolitan, 2003, p. 76), based on the Markov condition, a DAG *G* entails all and only (entailed) conditional independencies that are identified by d-separation in *G*. In other words, there is no entailed conditional independence that is not identified by d-separation in a (*G*, *P*) satisfying Markov condition where *G* is DAG (Neapolitan, 2003, p. 75). However, with Markov condition, some non-entailed conditional independencies in a given (*G*, *P*) may not be identified by d-separation, as seen in example 2.2.5.
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**Figure 2.2.3.** A (*G*, *P*) for illustrating non-entailed conditional independence not identified by d-separation

**Example 2.2.5.** Given a (*G*, *P*) shown in figure 2.2.3 (Neapolitan, 2003, p. 76), *IG*({*X*}, {*Z*}) = *IG*({*X*}, {*Z*} | Ø) does not hold because three blocked conditions are not satisfied here without intermediate nodes (set of immediate nodes is Ø). However, *IP*({*X*}, {*Z*}) holds because *P*(*Z*|*X*) equals *P*(*Z*) as seen in table 2.2.1.

|  |  |  |
| --- | --- | --- |
| *X*, *Z* | *P*(*Z*|*X*) | *P*(*Z*) |
| *x*1, *z*1 | *e* – *b*(*e* – *f*) | *e* – *b*(*e* – *f*) |
| *x*1, *z*2 | 1 – *e* + *b*(*e* – *f*) | 1 – *e* + *b*(*e* – *f*) |
| *x*2, *z*1 | *e* – *b*(*e* – *f*) | *e* – *b*(*e* – *f*) |
| *x*2, *z*2 | 1 – *e* + *b*(*e* – *f*) | 1 – *e* + *b*(*e* – *f*) |

**Table 2.2.1.** Comparison between *P*(*Z*|*X*) and *P*(*Z*) given *P* shown in figure 2.2.3

Followings are formulas of *P*(*Z*|*X*) and *P*(*Z*).

(Due to total probability rule)

(*P*(*Z*|*Y*, *X*) = *P*(*Z*|*Y*) due to *IP*(*X*, *Z* | *Y*) according to Markov condition)

We also have:

For explaining table 2.2.1, we try to calculate *P*(*Z*=*z*1|*X*=*x*1) and *P*(*Z*=*z*1) as follows:

The conditional independence *IP*({*X*}, {*Z*}) is non-entailed conditional independence because there are many joint probability distributions (different from the one shown in figure 2.2.3) which satisfy Markov condition and Markov condition with these distributions does not entail *IP*({*X*}, {*Z*}). As a result, we have the non-entailed conditional independence *IP*({*X*}, {*Z*}) but do not have *IG*({*X*}, {*Z*}) (Neapolitan, 2003, p. 76). In other words, *IP*({*X*}, {*Z*}) is not identified by a respective d-separation■

Given DAG *G* = (*V*, *E*), let *B* and *C* be sets of nodes such that *B* ≠ *C*. The algorithm to find d-separations is essentially to find a set *A* so that all nodes in *A* are d-separated from all nodes in *B* by *C*. This algorithm is called *d-separation algorithm*. Actually, d-separation algorithm is to find a set *A* so that *A* is d-separated from *B* by *C*, which means that the d-separation *IG*(*A*, *B* | *C*) is determined. Note, *A* ≠ *B* and *A* ≠ *C*. Let *R* be another set of nodes, recall that a chain *p* between node and node is active given *C* if it is not blocked by *C* according to three blocked conditions aforementioned (Neapolitan, 2003, pp. 71-72). By negating the three blocked conditions, in other words, a triple active chain *p* = [*X*, *Y*, *Z*] given *C* where , must satisfy one of two following conditions (Neapolitan, 2003, p. 79):

1. *X*–*Y*–*Z* is not head-to-head meeting at *Y* and *Y* is not in *C*.
2. *X*–*Y*–*Z* is head-to-head meeting at *Y* and *Y* is or has a descendant in *C*.

The two conditions are called *active conditions* given *C*. So, d-separation algorithm aims to determine the set *R* such that for each then or there is an active chain given *C* between *X* and a node in *B*. Finally, we have the result where the sign “\” denotes the subtraction (excluding) in set theory (Wikipedia, Set (mathematics), 2014). The two active conditions are used to determine all active chains given *C* here with note that an active chain is combination of successive triple active chains.

We define that an ordered pair of links (*X*–*Y*, *Y*–*Z*) in *G* is *legal* if *X*–*Y*–*Z* is a triple active chain which satisfies one of two active conditions, given *C*. A chain is legal if it does not contain any illegal ordered pair of links. Given , a node *Z* is called reachable node of *X* if there is a legal chain between *X* and *Z* with note that *X* is considered as reachable node of *X*. A so-called *finding-reachable-nodes algorithm* is to find reachable nodes of the set *B*. This implies that finding-reachable-nodes algorithm is to determine the set *R* because *R* is essentially the set of reachable nodes of the set *B*. Obviously, d-separation algorithm is based on finding-reachable-nodes algorithm because the aimed result is . For illustration, given , finding-reachable-nodes algorithm find all reachable nodes of *X* as follows (Neapolitan, 2003, p. 77): for any node *Y* such that link *X*–*Y* exists, we label the link *X*–*Y* with *l*=1 and add *X* to *R*. Next for each such *Y*, we check all unlabeled links *Y*–*Z*. If the pair (*X*–*Y*, *Y*–*Z*) is legal, we label the link *Y*–*Z* with *l*=2 and then add *Y* and *Z* to *R*. We repeat this procedure with *Y* taking the place of *X*, *Z* taking the place of *Y*, and label *l*=3. If no legal pair is found, the algorithm is stopped. The algorithm is similar to breadth-first graph search algorithm except that we visit links instead of visiting nodes (Neapolitan, 2003, p. 77). Note, the algorithm does not assume *G* is DAG. Following is pseudo-code of finding-reachable-nodes algorithm (Neapolitan, 2003, p. 78).

**Example 2.2.5.** Given the graph shown in figure 2.2.4, given *B*={*X*} and *C* = {*M*}, by applying finding-reachable-nodes algorithm, reachable nodes of *B*={*X*} are shaded cells such as *X*, *Y*, *N*, and *Z*. Iterations are described as follows:

* Iteration 1:
* Iteration 2:
* Iteration 3: ■
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**Figure 2.2.4.** Illustrated graph *G* = (*V*, *E*) for finding-reachable-nodes algorithm

Although d-separation algorithm is based on finding-reachable-nodes algorithm, there is an adjustment is added to d-separation algorithm because finding-reachable-nodes algorithm may ignore some reachable nodes of given node *X* or may ignore some legal chains. The reason is that some active chains are missed due to related edges were already labeled before (Neapolitan, 2003, p. 79). For example, in figure 2.2.4, the legal chain *X*–*Y*–*Z*–*N* is missed because the edge *Z*→*N* was already labeled when the legal chain *X*–*N*–*Z* was visited (Neapolitan, 2003, p. 79). This problem is solved by creating a new graph *G*’ = (*V*, *E*’) and then applying finding-reachable-nodes algorithm into *G*’ with an adjustment (Neapolitan, 2003, p. 79). The graph *G*’ has the same nodes with the origin graph *G* = (*V*, *E*) but its set of edges *E*’ is composed as *E*’ = *E* {*X→Y* such that *X*←*Y* *E*}. Additional edges in *E*’ are drawn as dash-line arrows in figured 2.2.5. The adjustment is that any ordered pair of links (*X→Y*, *Y→Z*) *in G’* is legal if *X*–*Y*–*Z* is a triple active chain which satisfies one of two active conditions *in G*. Following is pseudo-code of d-separation algorithm (Neapolitan, 2003, p. 79).

**Example 2.2.6.** Given the graph shown in figure 2.2.5, given *B*={*X*} and *C* = {*M*}, by applying d-separation algorithm, the set of reachable nodes is *R* = {*X*, *Y*, *N*, *Z*} which is drawn as round solid cells and the resulted set is = {*W*} which is drawn a rectangle solid cell. Obviously, the d-separation *IG*(*A*, *B* | *C*) is determined. Iterations are described as follows:

* Iteration 1:
* Iteration 2:
* Iteration 3: ■

**Figure 2.2.5.** Illustrated graph *G*’ = (*V*, *E*’) for d-separation algorithm

The theorem 2.2 in (Neapolitan, 2003, p. 82) asserts that the resulted set *A* returned from d-separation algorithm contains all and only nodes d-separated from every node in *B* by *C*. Of course, there is no superset of such *A*.

## 2.3. Markov equivalence

DAGs which have the same set of nodes are **Markov equivalent** if and only if they have the same *d*-separations. In other words, DAGs that are Markov equivalent have the same topological independences. Equation 2.3.1 (Neapolitan, 2003, pp. 84-85) defines Markov equivalence in formal, given two DAGs *G*1 = (*V*, *E*1) and *G*2 = (*V*, *E*2) are Markov equivalent if and only if

|  |  |
| --- | --- |
|  | (2.3.1) |

Where *A*, *B*, and *C* are mutually disjoint subsets of *V*. Shortly, Markov condition is defined based on joint probability distribution whereas Markov equivalence is defined based on topology of DAG (d-separation). Hence, theorem 2.3 and corollary 2.1 in (Neapolitan, 2003, p. 85) are used to connect Markov condition and Markov equivalence. According to theorem 2.3 (Neapolitan, 2003, p. 85), two DAGs are Markov equivalent if and only if, based on the Markov condition, they entail the same (entailed) conditional independencies. According to corollary 2.1 (Neapolitan, 2003, p. 85), let *G*1 = (*V*, *E*1) and *G*2 = (*V*, *E*2) be two DAGs containing the same set of variables *V* then, *G*1 and *G*2 are Markov equivalent if and only if for every probability distribution *P* of *V*, (*G*1, *P*) satisfies the Markov condition if and only if (*G*2, *P*) satisfies the Markov condition.

According to lemma 2.6 in (Neapolitan, 2003, p. 86), if two DAGs *G*1 and *G*2 are Markov equivalent, then arbitrary nodes *X* and *Y* are adjacent in *G*1 if and only if they are adjacent in *G*2. So, Markov equivalent DAGs have the same links (edges without regard for direction). According to theorem 2.4 in (Neapolitan, 2003, p. 87), two DAGs *G*1 and *G*2 are Markov equivalent if and only if they have the same links (edges without regard for direction) and the same set of uncoupled head-to-head meetings. Please pay attention to theorem 2.4 because it is often used to check if two DAGs are Markov equivalent.

**Example 2.3.1.** Figure 2.3.1 shows four DAGs (a), (b), (c), and (d) (Neapolitan, 2003, p. 90).
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**Figure 2.3.1.** Four DAGs for illustrating Markov equivalence

According to (Neapolitan, 2003, p. 90), in figure 2.3.1, the DAGs (a) and (b) are Markov equivalent because they have the same links and have an uncoupled head-to-head meeting *X→Z←Y*. The DAG (c) is not Markov equivalent to DAGs (a) and (b) because it has the link *W*–*Y*. The DAG (d) is not Markov equivalent to DAGs (a) and (b) because although it has the same links, it does not have the uncoupled head-to-head meeting *X→Z←Y*. Of course, the DAGs (c) and (d) are not Markov equivalent to each other■

From lemma 2.6 and theorem 2.4 in (Neapolitan, 2003, pp. 86-87), Neapolitan (Neapolitan, 2003, p. 91) stated that *Markov equivalence class* can be represented with a single graph that has the same links and the same uncoupled head-to-head meetings as the DAGs in the class. Note, a single graph has neither loop and nor multiple edge. Markov equivalence divides all DAGs into disjoint Markov equivalence classes. For example, figure 2.3.2 (Neapolitan, 2003, p. 85) shows three DAGs of the same Markov equivalence class and there is no other DAG which is Markov equivalent to them.
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**Figure 2.3.2.** Three DAGs of the same Markov equivalence class

If we assign a direction to a link and such assignment does not produce a head-to-head meeting then, we create a new member of the existing equivalence class but we do not create a new equivalence class. For instance (Neapolitan, 2003, p. 91), if a Markov equivalence class has the edge *X→Y* and the uncoupled meeting *X→Y−Z* is not head-to-head then, all the DAGs in the equivalence class must have *Y*−*Z* oriented as *Y→Z*.

According to (Neapolitan, 2003, p. 91), a **DAG pattern** is defined for a Markov equivalence class to be the graph that has the same links as the DAGs in the equivalence class and has oriented all and only the edges common to all DAGs in the equivalence class. Edges (directed links) in DAG pattern are called *compelled edges*. In general, DAG pattern is the representation of Markov equivalence class. Figure 2.3.3 is the DAG pattern of the Markov equivalence class in figure 2.3.2.
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**Figure 2.3.3.** DAG pattern of the Markov equivalence class in figure 2.3

DAG pattern is the core of Bayesian structure learning. Note, DAG pattern can have both edges and links; so, DAG pattern is not a DAG and it is only a single graph. Therefore, we should survey properties of DAG pattern.

According to definition 2.8 in (Neapolitan, 2003, p. 91), let *gp* be a DAG pattern whose nodes are the elements of *V*, and *A*, *B*, and *C* be mutually disjoint subsets of *V*. Then *A* and *B* are d-separated by *C* in *gp* if *A* and *B* are d-separated by *C* in every DAG in the Markov equivalence class represented by *gp*. This implies the DAG pattern *gp* has the same set of d-separations to all DAGs in the Markov equivalence class represented by *gp*. For example, the DAG pattern *gp* in figure 2.3.3 has the d-separation *Igp*({*Y*}, {*Z*} | {*X*}) because {*Y*} and {*Z*} are d-separated by {*X*} in all DAGs shown in figure 2.3.2.

Two lemmas 2.7 and 2.8 in (Neapolitan, 2003, p. 91) are derived from the definition 2.8 in (Neapolitan, 2003, p. 91). According to lemma 2.7 (Neapolitan, 2003, p. 91), let *gp* be DAG pattern and *X* and *Y* be nodes in *gp* then, *X* and *Y* are adjacent in *gp* if and only if they are not d-separated by some set in *gp*. According to lemma 2.8 (Neapolitan, 2003, p. 91), suppose we have a DAG pattern *gp* and an uncoupled meeting *X*–*Z*–*Y* then, the three followings are equivalent:

1. *X*–*Z*–*Y* is a head-to-head meeting.
2. There exists a set not containing *Z* that d-separates *X* and *Y*.
3. All sets containing *Z* do not d-separate *X* and *Y*.

Lemmas 2.7 and 2.8 are extensions of lemma 2.4 (Neapolitan, 2003, p. 85) and lemma 2.5 (Neapolitan, 2003, p. 86), respectively for DAG pattern.

Recall that when a (*G*, *P*) satisfies Markov condition, *G* is called an independence map of *P* according to lemma 2.1 in (Neapolitan, 2003, p. 74), which causes that then every DAG which is Markov equivalent to *G* is also an independence map of *P*. As a result (Neapolitan, 2003, p. 92), based on Markov condition, DAG pattern *gp* representing the equivalence class is an independence map of *P*.

## 2.4. Faithfulness condition

From theorem 1.4 (Neapolitan, 2003, p. 34) and theorem 1.5 (Neapolitan, 2003, p. 37), Markov condition entails independence but it does not entail dependence. According to lemma 2.4 in (Neapolitan, 2003, p. 85), let *G* = (*V*, *E*) be a DAG and *P* be a joint probability distribution then, the presence (absence) of edge between node *X* and node *Y* in *G* if and only if there is the absence (presence) of d-separation between *X* and *Y* by some set *C* in *G*. In successive, lemma 2.1 in (Neapolitan, 2003, p. 74) means that, based on Markov condition, the presence of d-separation between *X* and *Y* implies *IP*({*X*}, {*Y*} | *C*} but the absence of d-separation between *X* and *Y* does not imply *NIP*({*X*}, {*Y*} | *C*}. As a result (Neapolitan, 2003, p. 65), given Markov condition, the absence of edge between *X* and *Y* implies *IP*({*X*}, {*Y*} | *C*} but the presence of edge between *X* and *Y* does not imply *NIP*({*X*}, {*Y*} | *C*}.

Another condition called faithfulness condition (Neapolitan, 2003, p. 65) will entail both independence and dependence between two nodes based on both absence and presence of their edge. Faithfulness condition is essential to structure learning (Neapolitan, 2003, p. 542). Before defining faithfulness condition, we need to survey some relevant concepts. A DAG is called *complete DAG* (Neapolitan, 2003, p. 94) if there always exits an edge between two arbitrary nodes. Given a complete DAG *G*, a (*G*, *P*) satisfies Markov condition for all joint probability distribution *P* because Markov condition does not entail any conditional independence in the complete DAG *G*. Two DAGs in figure 2.4.1 satisfy Markov condition for all joint probability distribution because they are complete DAGs.
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**Figure 2.4.1.** Complete DAGs

Given two nodes *X* and *Y*, there is a direct dependence between *X* and *Y* if {*X*} and {*Y*} are not conditionally independent (Neapolitan, 2003, p. 94) given any subset of *V*. The direct dependence between *X* and *Y* expresses an edge between *X* and *Y*. Note, conditional dependence is general case of direct dependence because of *NIP*(*A*, *B* | Ø) = *NIP*(*A*, *B*). Markov condition implies that the absence of an edge between *X* any *Y* means there is no direct dependency between *X* any *Y* (there is entailed conditional independence *IP*({*X*}, {*Y*}), but Markov condition does not implies that the presence of an edge between *X* and *Y* means there is a direct dependency.

According to definition 2.9 in (Neapolitan, 2003, p. 95), given a joint probability distribution *P* and a DAG *G* = (*V*, *E*), the (*G*, *P*) satisfies **faithfulness condition** if two following conditions are satisfied:

1. (*G*, *P*) satisfies Markov condition, which means that *G* entails only conditional independences in *P*.
2. All conditional independences in *P* are entailed by *G*, based on Markov condition.

In other words, a (*G*, *P*) satisfies faithfulness condition if *G* entails only and all conditional independences in *P*, based on Markov condition. It is easy to recognize that, within faithfulness condition, the set of entailed conditional independences is the set of “inherent” conditional independences in *P*. Recall that, within only Markov condition, the set of entailed conditional independences is subset of “inherent” conditional independences in *P*. So, faithfulness condition is stronger than Markov condition. When (*G*, *P*) satisfies the faithfulness condition, we say *P* and *G* are *faithful to each other*, and we say *G* is a *perfect map* of *P* (Neapolitan, 2003, p. 95).

**Example 2.4.1.** For illustrating faithfulness condition, given a DAGs *G* and a joint probability distribution *P*(*X*, *Y*, *Z*) shown in figure 2.4.2, we will test whether (*G*, *P*) satisfies faithfulness condition.

![](data:image/png;base64,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)

**Figure 2.4.2.** (*G*, *P*) satisfies faithfulness condition

Variable *X*, *Y*, and *Z* represents colored objects, numbered objects, and square-round objects, respectively (Neapolitan, 2003, p. 11). There are such 13 objects shown in figures 2.2.2 and 2.4.1 (Neapolitan, 2003, p. 12). Values of *X*, *Y*, and *Z* are defined as seen in table 2.1.1 (Neapolitan, 2003, p. 32):

|  |  |
| --- | --- |
| *X*=1 | All black objects |
| *X*=0 | All white objects |
| *Y*=1 | All object named “1” |
| *Y*=0 | All object named “2” |
| *Z*=1 | All square objects |
| *Z*=0 | All round objects |

The joint probability distribution *P*(*X*, *Y*, *Z*) assigns a probability of 1/13 to each object. In other words, *P*(*X*, *Y*, *Z*) is determined as relative frequencies among such 13 objects. For example, *P*(*X*=1, *Y*=1, *Z*=1) is probability of objects which are black, named “1”, and square. There are 2 such objects and hence, *P*(*X*=1, *Y*=1, *Z*=1) = 2/13. As another example, we need to calculate the marginal probability *P*(*X*=1, *Y*=1) and the conditional probability *P*(*Y*=1, *Z*=1 | *X*=1). Because there are 3 black and named “1” objects, we have *P*(*X*=1, *Y*=1) = 3/13. Because there are 2 named “1” and square objects among objects 9 black objects, we have *P*(*Y*=1, *Z*=1 | *X*=1) = 2/9. It is easy to verify that the joint probability distribution *P*(*X*, *Y*, *Z*) satisfies equation 1.7, as follows:

|  |  |
| --- | --- |
| *X*, *Y*, *Z* | *P*(*X*, *Y*, *Z*) |
| 1, 1, 1 | 2/13 |
| 1, 1, 0 | 1/13 |
| 1, 0, 1 | 4/13 |
| 1, 0, 0 | 2/13 |
| 0, 1, 1 | 1/13 |
| 0, 1, 0 | 1/13 |
| 0, 0, 1 | 1/13 |
| 0, 0, 0 | 1/13 |

Hence, the (*G*, *P*) in example 2.4.1 here is as same as the (*G*1, *P*) in example 2.1.1. There is only one “Markov” conditional independence *IP*({*Y*}, {*Z*}} | {*X*}) of (*G*, *P*) but there may be six possible “inherent” conditional independences in *P* such as *IP*({*X*}, {*Y*}), *IP*({*X*}, {*Z*}), *IP*({*Y*}, {*Z*}), *IP*({*X*}, {*Y*}} | {*Z*}), *IP*({*X*}, {*Z*}} | {*Y*}), and *IP*({*Y*}, {*Z*}} | {*X*}). Table 2.4.1 compares *P*(*X*, *Y*), *P*(*X*)*P*(*Y*), *P*(*X*, *Z*), *P*(*X*)*P*(*Z*), *P*(*Y*, *Z*), and *P*(*Y*)*P*(*Z*).

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| *X*, *Y*, *Z* | *P*(*X*, *Y*) | *P*(*X*)*P*(*Y*) | *P*(*X*, *Z*) | *P*(*X*)*P*(*Z*) | *P*(*Y*, *Z*) | *P*(*Y*)*P*(*Z*) |
| 1, 1, 1 |  |  |  |  |  |  |
| 1, 1, 0 |  |  |  |  |  |  |
| 1, 0, 1 |  |  |  |  |  |  |
| 1, 0, 0 |  |  |  |  |  |  |
| 0, 1, 1 |  |  |  |  |  |  |
| 0, 1, 0 |  |  |  |  |  |  |
| 0, 0, 1 |  |  |  |  |  |  |
| 0, 0, 0 |  |  |  |  |  |  |

**Table 2.4.1.** Comparison of *P*(*X*, *Y*), *P*(*X*)*P*(*Y*), *P*(*X*, *Z*), *P*(*X*)*P*(*Z*), *P*(*Y*, *Z*), and *P*(*Y*)*P*(*Z*)

From table 2.4.1, three *IP*({*X*}, {*Y*}), *IP*({*X*}, {*Z*}), and *IP*({*Y*}, {*Z*}) do not hold because *P*(*X*, *Y*) ≠ *P*(*X*)*P*(*Y*), *P*(*X*, *Z*) ≠ *P*(*X*)*P*(*Z*), *P*(*Y*, *Z*) ≠ *P*(*Y*)*P*(*Z*). Table 2.4.2 compares *P*(*X*, *Y*|*Z*), *P*(*X*|*Z*)*P*(*Y*|*Z*), *P*(*X*, *Z*|*Y*), *P*(*X*|*Y*)*P*(*Z*|*Y*), *P*(*Y*, *Z*|*X*), and *P*(*Y*|*X*)*P*(*Z*|*X*).

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| *X*, *Y*, *Z* | *P*(*X*, *Y*|*Z*) | *P*(*X*|*Z*)*P*(*Y*|*Z*) | *P*(*X*, *Z*|*Y*) | *P*(*X*|*Y*)*P*(*Z*|*Y*) | *P*(*Y*, *Z*|*X*) | *P*(*Y*|*X*)*P*(*Z*|*X*) |
| 1, 1, 1 |  |  |  |  | 2/9 | 2/9 |
| 1, 1, 0 |  |  |  |  | 1/9 | 1/9 |
| 1, 0, 1 |  |  |  |  | 4/9 | 4/9 |
| 1, 0, 0 |  |  |  |  | 2/9 | 2/9 |
| 0, 1, 1 |  |  |  |  | 1/4 | 1/4 |
| 0, 1, 0 |  |  |  |  | 1/4 | 1/4 |
| 0, 0, 1 |  |  |  |  | 1/4 | 1/4 |
| 0, 0, 0 |  |  |  |  | 1/4 | 1/4 |

**Table 2.4.1.** Comparison of *P*(*X*, *Y*|*Z*), *P*(*X*|*Z*)*P*(*Y*|*Z*), *P*(*X*, *Z*|*Y*), *P*(*X*|*Y*)*P*(*Z*|*Y*), *P*(*Y*, *Z*|*X*), and *P*(*Y*|*X*)*P*(*Z*|*X*)

From table 2.4.1, because there is only one equality *P*(*Y*, *Z*|*X*) = *P*(*Y*|*X*)*P*(*Z*|*X*), only “inherent” conditional independence *IP*({*X*}, {*Z*}} | {*Y*}) which is also the unique “Markov” conditional independence holds. This implies Markov condition entails only and all “inherent” conditional independences in *P*. Hence, according to definition 2.9 (Neapolitan, 2003, p. 95), (*G*, *P*) satisfies faithfulness condition■

Theorem 2.5 in (Neapolitan, 2003, p. 96) and theorem 2.6 (Neapolitan, 2003, p. 97) connect faithfulness condition and topological independences. According to theorem 2.5 in (Neapolitan, 2003, p. 96), a (*G*, *P*) satisfies faithfulness condition if and only if all and only conditional independencies in *P* are identified by d-separations in the DAG *G*. Going back example 2.2.5, we have *IP*({*X*}, {*Z*}) but we do not have *IG*({*X*}, {*Z*}) and so the (*G*, *P*) in example 2.2.5 does not satisfies faithfulness condition.

According to theorem 2.6 in (Neapolitan, 2003, p. 97), if (*G*, *P*) satisfies faithfulness condition, then *P* satisfies this faithfulness condition with all and only DAGs that are Markov equivalent to the DAG *G*. Furthermore, if we let *gp* be the DAG pattern corresponding to this Markov equivalence class then, d-separations in *gp* identify all and only conditional independencies in *P*. We say that *gp* and *P* are faithful to each other, and *gp* is a perfect map of *P*.

According to Neapolitan (Neapolitan, 2003, p. 97), we say a joint probability distribution *P* *admits a faithful DAG representation* if *P* is faithful to some DAG (and therefore some DAG pattern). It is easy to infer from theorem 2.6 (Neapolitan, 2003, p. 97) that if *P* admits a faithful DAG representation, there exists a unique DAG pattern with which *P* is faithful. The goal of structure learning is to find such unique DAG pattern if we knew *P* is faithful to some DAG (*P* admits a faithful DAG representation) before.

According to theorem 2.7 in (Neapolitan, 2003, p. 99), suppose a joint probability distribution *P* admits some faithful DAG representation then, *gp* is the DAG pattern faithful to *P* if and only if the two following conditions are satisfied:

1. *X* and *Y* are adjacent in *gp* if and only if there is no subset such that *IP*({*X*}, {*Y*} | *S*) holds. That is, *X* and *Y* are adjacent if and only if there is a direct dependence between *X* and *Y*.
2. Any chain *X*−*Z*−*Y* is a head-to-head meeting in *gp* if and only if implies *NIP*({*X*}, {*Y*} | *S*)).

In general, if faithfulness condition is satisfied, independence and dependence in DAG *G* are as same as independence and dependence in joint probability distribution *P*. In other words, absence and presence of an edge in *G* implies independence and dependence in *P*. Faithfulness condition makes the pair (*G*, *P*) are matched totally, which causes that the (*G*, *P*) is perfect.

## 2.5. Other advanced concepts

(Ongoing…)

Now advanced concepts relevant to BN were introduced in sections 1 and 2. Three main subjects of BN are inference, parameter learning, and structure learning which are mentioned in successive sections 3, 4, and 5. Recall that this report focuses on discrete BN. In other words, nodes are random discrete variables attached to CPTs. Especially, random binary variables are preferred.

# 3. Inference

The essence of Bayesian reference is to compute the posterior probabilities of nodes given evidences. Equation 1.10 is the base of simple inference, which is an extension of Bayes’ rule specified equation 1.1. Note that evidences or conditions are also nodes which are observed and have concrete values. Going back example “wet grass” in section 1, the posterior probability of *R* = 1 (rain) given *W* =1 (wet grass) is the ratio of the marginal probability of *R*, *W* over *C*, *S* to the marginal probability of *W* over *C*, *R*, *S*, according to equation 1.12 with note that equation 1.12 is an interpretation of equation 1.10.

Here we make clear equation 1.0 again. Let *V* = {*X*1, *X*2,…, *Xn*} be a whole set of nodes. Let *D =* {*Xm*+1, *Xm*+2,…, *Xm*+*u*} be a set of evidences, . Let *d =* {*xm*+1, *xm*+2,…, *xm*+*u*} be the instantiation of *D*. In general case, the marginal probability of *Xi* = *xi* is:

Where *P*(*X*1, *X*2,…, *Xn*) is the joint probability distribution. The marginal probability of *D* = *d* is:

The posterior probability of *Xi* = *xi* given *D = d* is:

|  |  |
| --- | --- |
|  | (3.1) |

The equation 3.1 is the basic idea of simple inference, which is an interpretation of equation 1.10. But the cost of computing it based on marginal probabilities is very high because there are a huge number of numeric operations such as additions and multiplications in computation expression. If the joint probability distribution has many terms, brute force method for determining combinations of such operations is impossible. There are three main approaches that improve this computation:

* Taking advantages of Markov condition: Pearl’s message propagation (Pearl, 1986), (Neapolitan, 2003, pp. 126-156) is well-known algorithm.
* Taking advantages of the structure of DAG: Noisy OR-gate model (Neapolitan, 2003, pp. 156-160) and Junction Tree (Neapolitan, 2003, p. 161) are well-known algorithms.
* Reducing the amount of numeric operations computed in marginal probability: Symbolic probabilistic inference (SPI) algorithm (Neapolitan, 2003, pp. 162-170) is the well-known algorithm which finds optimal factoring for marginal probability computation.

## 3.1. Markov condition based inference

When a (*G*, *P*) satisfies Markov condition, each node of *G* is associated with a CPT. The well-known algorithm that takes advantages of conditional independences entailed by Markov condition is Pearl’s message propagation algorithm (Pearl, 1986). Pearl’s algorithm starts with a (*G*, *P*) where the DAG *G* is a directed tree. Suppose the DAG *G* = (*E*, *V*) is a directed tree having only one root. Given a set of evidence nodes *D V*; every node in *D* has concrete value. Let *DX* is the sub-set of *D* including *X* and descendants of *X* and let *NX* be the sub-set of *D* including *X* and non-descendant of *X*. Let *CX* and *PAX* be children and parents of *X*, respectively. Note, both *CX* and *PAX* exclude *X*. Let *R* be root node. Let *O* be evidence node, *O* *D*. In figure 3.1.1, *NX* is green and *DX* is red.
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**Figure 3.1.1.** *X*, *DX*, and *NX*

The essence of inference is to compute the posterior probability *P*(*X|D*) for every *X*. We have (Neapolitan, 2003, p. 128):

(Due to Bayes’ rule)

(Because *DX* and *NX* are conditionally independent given *X*)

(Due to Bayes’ rule)

Where is the constant independent from *X*. Let *λ*(*X*) = *P*(*DX|X*) and *π*(*X*) = *P*(*X|NX*), equation 3.1.1 is used to calculate the posterior probability *P*(*X|D*), which is the base of Pearl’s message propagation algorithm (Neapolitan, 2003, p. 128).

|  |  |
| --- | --- |
|  | (3.1.1) |

The *λ*(*X*) and *π*(*X*) are called *λ* value and *π* value of *X*, respectively. For each child *Y* of *X*, let *λY*(*X*) be *λ* message that is propagated up from *Y* to *X*. Note that *λY*(*X*) is conditional probability of *DY* given *X*. Equation 3.1.2 specifies the *λ* message *λY*(*X*).

|  |  |
| --- | --- |
|  | (3.1.2) |

Following is the proof of equation 3.1.2.

For each parent *Z* of *X*, let *πX*(*Z*) be *π* message that is propagated down from *Z* to *X*. Note that *πX*(*Z*) is conditional probability of *X* given *NX*. Equation 3.1.3 specifies the *π* message *πX*(*Z*).

|  |  |
| --- | --- |
|  | (3.1.3) |

Where the notation “” denote proportion and *CZ*\{*X*} is the set of *Z*’s children except *X*. Following is the proof of equation 3.1.3.

(Due to Bayes’ rule)

(Because *NZ* and are conditionally independent give *Z*)

(Where is the constant independent from *X* and *Z*)

(Because *Z*’s children are mutually independent)

Don’t worry about *πX*(*Z*) which is proportioned to and the posterior probability *P*(*X|D*) itself is also proportioned to *λ*(*X*)and *π*(*X*) via constant *α*. These constants will be eliminated when *P*(*X|D*) is normalized. For example, given binary random variable *X*, if *P*(*X*=1 | *D*) = *αp*1 and *P*(*X*=0 | *D*) = *αp*2, they are normalized as follows.

Now we have:

* Value *λ*(*X*) = *P*(*DX|X*).
* Message *λY*(*X*) is calculated according to equation 3.1.2 for each .
* Value *π* (*X*) = *P*(*X|NX*).
* Message *πX*(*Z*) is calculated according to equation 3.1.3 for each .

The *λ* and *π* values will be updated according to *λ* and *π* messages, mentioned later. Whenever evidence occurs, Pearl’s algorithm propagates downwards *π* message and propagates upwards *λ* message in order to update *λ* value and *π* value of each variable *X* so that the posterior probability *P*(*X|D*) can be computed. The process of upwards-downwards propagation spreads over all variables of network, as seen in figure 3.1.2.
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**Figure 3.1.2.** Pearl propagation algorithm (*X* is focused node)

Please pay attention to four following cases when updating *λ* value and *π* value at certain variable *X* (Neapolitan, 2003, pp. 127-128):

1. Ifand suppose *X*’s instantiation (value) is *x* then:

*λ*(*X=x*) = *P*(*x|x*) = 1 due to and Markov condition. So *λ*(*X*≠*x*) = 0.

*π*(*X=x*) = *P*(*x|x*) = 1 due to and Markov condition. So *π*(*X*≠*x*) = 0.

*P*(*X=x|D*) = 1 and *P*(*X*≠*x|D*) = 0.

1. If *X D* and *X* is leaf then:

*λ*(*X*) = *P*(Ø|*X*) = 1 due to *DX* = Ø.

*π*(*X*) is computed as if *X* were intermediate variable according to case 4.

*P*(*X|D*) = *απ*(*X*).

1. If *X D* and *X* is root then:

*λ*(*X*) is computed as if *X* were intermediate variable according case 4.

*π*(*X*) = *P*(*X|*Ø) = *P*(*X*).

*P*(*X|D*) = *αλ*(*X*)*P*(*X*).

1. If *X D* and *X* is intermediate variable then, *λ*(*X*) and *π*(*X*) are computed according equations 3.1.4 and 3.1.5. Later on *P*(*X|D*) is calculated according to equation 3.1.1, *P*(*X|D*)*= αλ*(*X)π*(*X*).

Hence, equation 3.1.4 is used to update and *λ* value based on *λ* message.

|  |  |
| --- | --- |
|  | (3.1.4) |

Following is the proof of equation 3.1.4.

(Because *X*’s children are mutually independent).

Equation 3.1.5is used to update *π* value according to *π* message.

|  |  |
| --- | --- |
|  | (3.1.5) |

Following is the proof of equation 3.1.5.

Where *Z* is parent of *X*. The C-like pseudo-code for Pearl’s algorithm shown below includes four functions:

* Function “*init”* initialize *π* value for every node. At that time the set of evidence nodes *D* is empty.
* Function “*update*” is executed whenever evidence node *O* occurs. This function adds *O* to set *D*, propagates upwards *λ* message over all parents of *O* by calling function “*propagate*\_*up*\_*λ*\_*message*”, and propagates down *π* message over all children of *O* by calling function “*propagate*\_*down*\_*π*\_*message*”.
* Function “*propagate*\_*up*\_*λ*\_*message*” computes *λ* value, posterior probability of current node, and continues to propagate upwards and downwards *λ* and *π* messages by calling itself and function “*propagate*\_*down*\_*π*\_*message*”. Process of propagation stops when there is no node to be propagated.
* Function “*propagate*\_*down*\_*π*\_*message*” computes *π* value, posterior probability of current node, and continues to propagate downwards *π* message by calling itself. Process of propagation stops when there is no node to be propagated.

Followings are descriptions of these functions.

void *init*(*G*, *D*)

{

*D=*Ø;

for each *X V*

{

*λ*(*X*)= 1; //due to *D* = Ø

for each parent *Z* of *X* //propagate up *λ* message

*λX*(*Z*)= 1; //due to *D* = Ø

}

*P*(*R|D*) = *P*(*R*); //posterior probability of root node

*π*(*R*) = *P*(*R*); //*π* value

for each child *K* of *R* //browse root’s children

*propagate*\_*down*\_*π*\_*message*(*R*, *K*);

}

void *update*(*O*, *o*)

{

*D = D O*;

*λ*(*O*=*o*) = *π*(*O*=*o*) = *P*(*O*=*o|D*) = 1; //due to *OD* and *O*=*o*

*λ*(*O*≠*o*) = *π*(*O*≠*o*) = *P*(*O*≠*o|D*) = 0; //due to *OD* and *O*≠*o*

if *O*≠*R* and *O*’s parent *Z D* //*O* isn’t root and parent of *O* doesn’t belong to *D*

*propagate*\_*up*\_ *λ*\_*message*(*O*, *Z*);

for each child *K* of *O* such that *K D* //browse *O*’s children

*propagate*\_*down*\_*π*\_*message*(*O*, *K*);

}

void *propagate*\_*up*\_*λ*\_*message*(*Y*, *X*)

{

; //*Y* propagate upwards *λ* message

; //update *λ* value

*P*(*X|D*)*= αλ*(*X*)*π*(*X*); //compute posterior probability of *X*

normalize *P*(*X|D*); //eliminate constant *α*

if *X*≠*R* and *X*’s parent *Z D*

*propagate*\_*up*\_ *λ*\_*message*(*X*, *Z*);

for each child *K* of *X* such that *K*≠*Y* and *K D* //browse *O*’s children

*propagate*\_*down*\_*π*\_*message*(*X*, *K*);

}

void *propagate*\_*down*\_*π*\_*message*(*Z*, *X*)

{

; //*Y* propagate downwards *π* message

; //update *π* value

*P*(*X|D*) = *αλ*(*X*)*π*(*X*); //compute posterior probability of *X*

normalize *P*(*X|D*); //eliminate constant *α*

for each child *K* of *X* such that *K D //browse O’s children*

*propagate*\_*down*\_*π*\_*message*(*X*, *K*);

}

**Example 3.1.1.** Given a (*G*, *P*) shown in figure 3.1.3 where DAG *G* is a directed tree satisfying Markov condition and each binary node has a CPT, suppose evidence *X* has value 1. Hence, we need to compute posterior probabilities of *T*, *Y*, *Z* in condition *X*=1.
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**Figure 3.1.3.** Bayesian network with CPTs

Firstly, function “*init*” is called to initialize network.

*D* = Ø

*λ*(*Z*=1) = *λ*(*Z*=0) = 1

*λ*(*X*=1) = *λ*(*X*=0) = 1

*λ*(*Y*=1) = *λ*(*Y*=0) = 1

*λ*(*T*=1) = *λ*(*T*=0) = 1

*λX*(*Z*=1) = *λX*(*Z*=0) = 1

*λY*(*Z*=1) = *λY*(*Z*=0) = 1

*λT*(*X*=1) = *λT*(*X*=0) = 1

*P*(*Z*=1|*d*) = *P*(*Z*=1) = 0.6.Note that let *d* be instantiation of *D*.

*P*(*Z*=0|*d*) = *P*(*Z*=0) = 0.4

*π*(*Z*=1) = *P*(*Z*=1) = 0.6

*π*(*Z*=0) = *P*(*Z*=0) = 0.4

Calling *propagate*\_*down*\_*π*\_*message*(*Z*, *X*)

Calling *propagate*\_*down*\_*π*\_*message*(*Z*, *Y*)

Then, function *propagate\_down\_π\_message*(*Z*, *X*) is executed:

*πX*(*Z*=1) = *π*(*Z*=1)*λX*(*Z*=1) = 1\*0.6 = 0.6

*πX*(*Z*=0) = *π*(*Z*=0)*λX*(*Z*=0) = 1\*0.4 = 0.4

*π*(*X*=1) = *P*(*X*=1|*Z*=1)*πX*(*Z*=1) + *P*(*X*=1|*Z*=0)*πX*(*Z*=0) = 0.7\*0.6 + 0.2\*0.4 = 0.5

*π*(*X*=0) = *P*(*X*=0|*Z*=1)*πX*(*Z*=1) + *P*(*X*=0|*Z*=0)*πX*(*Z*=0) = 0.3\*0.6 + 0.8\*0.4 = 0.5

*P*(*X*=1) = *αλ*(*X*=1)*π*(*X*=1) = *α*\*1\*0.5 *= α*0.5

*P*(*X*=0) = *αλ*(*X*=0)*π*(*X*=0) = *α*\*1\*0.5 = *α*0.5

Normalizing *P*(*X*)

*P*(*X*=1) = (*α*0.5) / (*α*0.5 + *α*0.5)= 0.5

*P*(*X*=0) = (*α*0.5) / (*α*0.5 + *α*0.5)= 0.5

Calling *propagate*\_*down*\_*π*\_*message*(*X*, *T*)

Then, function *propagate*\_*down*\_*π*\_*message*(*X*, *T*) is executed:

*πT*(*X*=1) = *π*(*X*=1) = 0.5

*πT*(*X*=0) = *π*(*X*=0) = 0.5

*π*(*T*=1) = *P*(*T*=1|*X*=1)*πT*(*X*=1) + *P*(*T*=1|*X*=0)*πT*(*X*=0) = 0.9\*0.5 + 0.4\*0.5 = 0.65

*π*(*T*=0) = *P*(*T*=0|*X*=1)*πT*(*X*=1) + *P*(*T*=0|*X*=0)*πT*(*X*=0) = 0.1\*0.5 + 0.6\*0.5 = 0.40

*P*(*T*=1) = *αλ*(*T*=1)*π*(*T*=1) = *α*\*1\*0.65 = *α*0.65

*P*(*T*=0) = *αλ*(*T*=0)*π*(*T*=0) = *α*\*1\*0.40 = *α*0.40

Normalizing *P*(*T*)

*P*(*T*=1) =(*α*0.65) / (*α*0.65 + *α*0.40) = 0.62

*P*(*T*=0) = (*α*0.40) / (*α*0.65 + *α*0.40) = 0.38

Then function *propagate*\_*down*\_*π*\_*message*(*Z*, *Y*) is executed:

*πY*(*Z*=1) = *π*(*Z*=1)*λY*(*Z*=1) = 1\*0.6 = 0.6

*πY*(*Z*=0) = *π*(*Z*=0)*λY*(*Z*=0) = 1\*0.4 = 0.4

*π*(*Y*=1) = *P*(*Y*=1|*Z*=1)*πX*(*Z*=1) + *P*(*Y*=1|*Z*=0)*πX*(*Z*=0) = 0.6\*0.6 + 0.3\*0.3 = 0.45

*π*(*Y*=0) = *P*(*Y*=0|*Z*=1)*πX*(*Z*=1) + *P*(*Y*=0|*Z*=0)*πX*(*Z*=0) = 0.3\*0.4 + 0.8\*0.7 = 0.68

*P*(*Y*=1) = *αλ*(*Y*=1)*π*(*Y*=1) = *α*\*1\*0.45 = *α*0.45

*P*(*Y*=0) = *αλ*(*Y*=0)*π*(*Y*=0) = *α*\*1\*0.68 = *α*0.68

Normalizing *P*(*Y*)

*P*(*Y*=1) = (*α*0.45) / (*α*0.45 + *α*0.68) = 0.4

*P*(*Y*=0) = (*α*0.68) / (*α*0.45 + *α*0.68) = 0.6

The initialized Bayesian network is shown in figure 3.1.4.
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**Figure 3.1.4.** Initialized Bayesian network

When *X* becomes evidence and gains value 1, the function *update*(*X*, 1) is called:

*D* = *D* {*X*} =Ø {*X*} = {*X*}

Because *d* is instantiation of *D*, we have *d =* {*X*=1}

*λ*(*X*=1) = *π*(*X*=1) = *P*(*X*=1|*d*) = 1

*λ*(*X*=0) = *π*(*X*=0) = *P*(*X*=0|*d*) = 0

Calling *propagate*\_*up*\_*λ*\_*message*(*X*, *Z*)

Calling *propagate*\_*down*\_*π*\_*message* (*X*, *T*)

Then, function *propagate*\_*up*\_*λ*\_*message*(*X*, *Z*) is executed:

*λX*(*Z*=1) = *λ*(*X*=1)*P*(*X*=1|*Z*=1) + *λ*(*X*=0)*P*(*X*=0|*Z*=1) = 1\*0.7 + 0\*0.3 = 0.7

*λ*(*Z*=1) = *λX*(*Z*=1)*λY*(*Z*=1) = 0.7\*1 = 0.7

*P*(*Z*=1|*d*) = *αλ*(*Z*=1)*π*(*Z*=1) = *α*0.7\*0.6 = *α*0.42

*λX*(*Z*=0) = *λ*(*X*=1)*P*(*X*=1|*Z*=0) + *λ*(*X*=0)*P*(*X*=0|*Z*=0) = 1\*0.2 + 0\*0.8 = 0.2

*λ*(*Z*=0) = *λX*(*Z*=0)*λY*(*Z*=0) = 0.2\*1 = 0.2

*P*(*Z*=0|*d*) = *αλ*(*Z*=0)*π*(*Z*=0) = *α*0.2\*0.4 = *α*0.08

Normalizing *P*(*Z*)

*P*(*Z*=1|*d*) = (*α*0.42) / (*α*0.42 + *α*0.08) = 0.84

*P*(*Z*=0|*d*) = (*α*0.08) / (*α*0.42 + *α*0.08) = 0.16

Calling *propagate*\_*down*\_*π*\_*message* (*Z*, *Y*)

Then, function *propagate*\_*down*\_*π*\_*message* (*Z*, *Y*) is executed:

*πY*(*Z*=1) = *π(Z*=1)*λY*(*Z*=1) = 1\*0.6=0.6

*πY*(*Z*=0) = *π*(*Z*=0)*λY*(*Z*=0) = 1\*0.4=0.4

*π*(*Y*=1) = *P*(*Y*=1|*Z*=1)*πX*(*Z*=1) + *P*(*Y*=1|*Z*=0)*πX*(*Z*=0) = 0.6\*0.6 + 0.3\*0.4 = 0.48

*π*(*Y*=0) = *P*(*Y*=0|*Z*=1)*πX*(*Z*=1) + *P*(*Y*=0|*Z*=0)*πX*(*Z*=0) = 0.3\*0.6 + 0.8\*0.4 = 0.50

*P*(*Y*=1) = *αλ*(*Y*=1)*π*(*Y*=1) = *α*\*1\*0.48 = *α*0.48

*P*(*Y*=0) = *αλ*(*Y*=0)*π*(*Y*=0) = *α*\*1\*0.5 = *α*0.50

Normalizing *P*(*Y*)

*P*(*Y*=1) = (*α*0.48) / (*α*0.48 + *α*0.50) = 0.49

*P*(*Y*=0) = (*α*0.50) / (*α*0.48 + *α*0.50) = 0.51

Then function *propagate*\_*down*\_*π*\_*message*(*X*, *T*) is executed

*πT*(*X*=1) = *π*(*X*=1) = 1

*πT*(*X*=0) = *π*(*X*=0) = 0

*π*(*T*=1) = *P*(*T*=1|*X*=1)*πT*(*X*=1) + *P*(*T*=1|*X*=0)*πT*(*X*=0) = 0.9\*1 + 0.4\*0 = 0.9

*π*(*T*=0) = *P*(*T*=0|*X*=1)*πT*(*X*=1) + *P*(*T*=0|*X*=0)*πT*(*X*=0) = 0.1\*1 + 0.6\*0= 0.1

*P*(*T*=1) = *αλ*(*T*=1)*π*(*T*=1) = *α*\*1\*0.9 = *α*0.9

*P*(*T*=0) = *αλ*(*T*=0)*π*(*T*=0) = *α*\*1\*0.1 = *α*0.1

Normalizing *P*(*T*)

*P*(*T*=1) = (*α*0.9) / (*α*0.9 + *α*0.1) = 0.9

*P*(*T*=0) = (*α*0.1) / (*α*0.9 + *α*0.1) = 0.1

Finally, all posterior probabilities are computed as in figure 3.1.5■
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**Figure 3.1.5.** All posterior probabilities are computed after running Pearl algorithm (*X* is evidence)

## 3.2. DAG based inference

DAG based inference algorithms take advantages of straightforward structure of DAG without cycle. This approach starts with as simplest DAG which has many parents (input nodes) and one child (output node) following the *noisy OR-gate* model in which the output value becomes *true* (1) if there is at least one of inputs being *true* (1). Figure 3.2.1 is an example of noisy OR-gate network with cause-effect relationships.
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**Figure 3.2.1.** Noisy OR-gate network with cause-effect relationships

Noisy OR-gate model can be used to build a simple BN when there are too many parent nodes or each parent node has too many discrete values. For example, if there are *n* binary parent nodes, given binary child node need a CPT having 2*n* entries. In this case, noisy OR-gate algorithm establishes one equation to determine the CPT of child node, which is an interesting result.

Suppose every node is binary, noisy OR-gate inference in Bayesian network simulates electronic circuit based on three assumptions:

* *Cause inhibition*: Given a cause-effect relationship denoted by edge *X*→*Y*, there is a factor *I* that inhibits *X* from causing *Y*. Factor *I* is called inhibition of *X*. That the inhibition *I* is turned off is the prerequisite of *X* causing *Y*.
* *Inhibition independence* (exception independence): Inhibitions are mutually independent. For example, inhibition *I*1 of *X*1 is independent from inhibition *I*2 of *X*2.
* *Noisy OR-gate condition* (accountability): Suppose we have a set of cause-effect relationships in which *Y* is the effect of many causes *X*1, *X*2,…, *Xn* (see figure 3.2.1). Let *Ii* be the inhibition of *Xi*. The effect *Y* cannot happen (*Y*=0) if at least one of *Xi* is equal 0 or one of inhibitions is *ON*:

Suppose we have *n* causes *X*1, *X*2,…, *Xn* and one result *Y*. According to “cause inhibition” and “inhibition independence” assumptions, let *Ii* be the inhibition of *Xi*. Let *Ai* be accountability variable so that *Ai* is *ON* (=1) if *Xi* is equal to 1 and *Ii* is *OFF* (=0).

*P*(*Ai* = *ON | Xi*=1, *Ii*=*OFF*) = 1

*P*(*Ai* = *ON | Xi*=1, *Ii*=*ON*) = 0

*P*(*Ai* = *ON | Xi*=0, *Ii*=*OFF*) = 0

*P*(*Ai* = *ON | Xi*=0, *Ii*=*ON*) = 0

*P*(*Ai* = *OFF | Xi*=1, *Ii*=*OFF*) = 0

*P*(*Ai* = *OFF | Xi*=1, *Ii*=*ON*) = 1

*P*(*Ai* = *OFF | Xi*=0, *Ii*=*OFF*) = 1

*P*(*Ai* = *OFF | Xi*=0, *Ii*=*ON*) = 1

Applying “noisy OR condition”, the condition probability of *Y* is equal 0 (*Y* never happens) if at least one *Ai* is *ON*. It means that *Y* happens (*Y*=1) if all *Ai* (s) are *ON*.

*P*(*Y*=0*| Ai*=*ON*) = 0

*P*(*Y*=0| *Ai*=*OFF*) = 1

*P*(*Y*=1*|* *Ai*=*ON*) = 1

*P*(*Y*=1| *Ai*=*OFF*) = 0

Figure 3.2.2 shows the noisy OR-gate model of the network shown in figure 3.2.1
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**Figure 3.2.2.** OR-gate model.

Now the strength of each cause-effect relationship *Xi→Y* is quantified by the CPT *P*(*Y|Xi*). Suppose causes (*X*1, *X*2,…, *Xi*,…, *Xn*) become evidences having values (*x*1, *x*2,…, *xi,…, xn*). Let *P*(*Xi*=1) = *pi* be the probability of *Xi* = 1. The probability of *Xi* ‘s inhibition is the inverse of *P*(*Xi*=1) according to equation 3.2.1.

|  |  |
| --- | --- |
| *P*(*Ii*=*ON*) = 1 – *P*(*Xi*=1) | (3.2.1) |

Let *O* be the set of such *i* that *Xi* = 1,

The goal of inference is to determine the posterior probability *P*(*Y*| *X*1, *X*2,…, *Xn*). We have:

(Due to total probability rule)

(Because *Ai* (s) are mutually independent)

(Because each *Ai* is only dependent on *Xi*)

(Due to *P*(*Y*=0*| Ai*=*ON*) = 0 and *P*(*Y*=0| *Ai*=*OFF*) = 1)

In general, we have equation 3.2.2 to specify noisy OR-gate inference.

|  |  |
| --- | --- |
|  | (3.2.2) |

Where *O* is the set of *i* such that *Xi* = 1.

**Example 3.2.1.** Given cause-effect relationship shown in figure 3.2.3. Given prior probabilities of causes *X*1=1, *X*2=1, *X*3=1 are 0.2, 0.5, 0.3, respectively. For example, we need to compute the conditional probability of effect *P*(*Y*=1*|X*1=1, *X*2=0, *X*3=1).
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**Figure 3.2.3.** Noisy OR-gate inference example.

Applying equation 3.2.2, we have *P*(*Y*=1| *X*1=1, *X*2=0, *X*3=1) = 1 – (1 – *P*(*X*1=1))(1 – *P*(*X*3=1)) = 1 – 0.8\*0.7 = 0.44■

## 3.3. Optimal factoring based inference

Given a (*G*, *P*) (Neapolitan, 2003, p. 162) where *G* is the DAG shown in figure 3.3.1 and *P* is the joint probability distribution *P*(*X*, *Y*, *Z*, *W*, *T*) = *P*(*T* | *Z*)*P*(*W* | *Y*, Z)*P*(*Y* | *X*)*P*(*Z* | *X*)*P*(*X*). Note, all nodes are binary variables.

![](data:image/png;base64,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)

**Figure 3.3.1.** A DAG used for illustrating optimal factoring based inference

Suppose *W* becomes evidence and we need to make an inference on *T* which is to compute the posterior probability *P*(*T* | *W*) according to equation 1.10 and 3.1 as follows (Neapolitan, 2003, p. 162):

We survey the numerator of the equation above as an example of optimal factoring based inference.

|  |  |
| --- | --- |
|  | (3.3.1) |

Because the sum is over 3 binary variables (*X*, *Y*, *Z*) and there are 4 multiplications in *P*(*T*, *W*), it requires 23 \* 4 = 32 multiplications to calculate one *P*(*T*, *W*). Because *T* and *W* has 4 possible values, it requires totally 32\*4 = 128 multiplications to calculate all values of *P*(*T*, *W*). The computation cost will be save if each product is not re-calculated when it is needed. For example, we factorize *P*(*T*, *W*) into 4 products as follows (Neapolitan, 2003, p. 163):

For illustration, suppose we create 4 buckets for such 4 products. Of course, such buckets are pseudo.

So, we have *bucket*1 = {*P*(*T* | *Z*)*P*(*W* | *Y*, Z)} for the first product, *bucket*2 = {*bucket*1\**P*(*Y*|*X*)} for the second product, *bucket*3 = {*bucket*2\**P*(*Z*|*X*)} for the third product, and *bucket*4 = {*bucket*3\**P*(*X*)} for the fourth product. After these products are calculated, they are stored in buckets. *Bucket*4 contains all possible values of *P*(*T*, *W*). Now we determine how many multiplications used for these buckets. The *bucket*1 as the first product *P*(*T* | *Z*)*P*(*W* | *Y*, Z) requires 24 = 16 multiplications (combinations) because it involves 4 binary variables. The *bucket*2 as the second product *bucket*1\**P*(*Y*|*X*) = *P*(*T* | *Z*)*P*(*W* | *Y*, Z)*P*(*Y* | *X*) requires 25 = 32 multiplications (combinations) because it involves 5 binary variables. The *bucket*3 as the third product *bucket*2\**P*(*Z*|*X*) = *P*(*T* | *Z*)*P*(*W* | *Y*, Z)*P*(*Y* | *X*)*P*(*Z* | *X*) requires 25 = 32 multiplications (combinations) because it involves 5 binary variables. The *bucket*4 as the fourth product *bucket*3\**P*(*X*) = *P*(*T* | *Z*)*P*(*W* | *Y*, Z)*P*(*Y* | *X*)*P*(*Z* | *X*)*P*(*X*) requires 25 = 32 multiplications (combinations) because it involves 5 binary variables. In general, *P*(*T*, *W*) requires |*bucket*1| + |*bucket*2| + |*bucket*3| + |*bucket*4| = 16 + 32 + 32 + 32 = 112 multiplications. We save 16 multiplications when *P*(*T*, *W*) needs 128 multiplications as usual. Note, additions in sigma sums are not concerned.

We can save more multiplications by summing over a variable when such variable no longer appears in remaining terms as follows (Neapolitan, 2003, p. 163):

The *bucket*1 requires 24 = 16 multiplications because it involves 4 binary variables. The *bucket*2 requires 25 = 32 multiplications because it involves 5 binary variables. The *bucket*3 requires 24 = 16 multiplications because it only involves 4 binary variables when we sum *Y* out before taking *bucket*3. The *bucket*4 require 23 = 8 multiplications because it only involves 3 binary variables when we sum *Z* out before taking *bucket*4. In general, *P*(*T*, *W*) requires |*bucket*1| + |*bucket*2| + |*bucket*3| + |*bucket*4| = 16 + 32 + 16 + 8 = 72 multiplications.

The other factorization of *P*(*T*, *W*) is optimal as follows:

|  |  |
| --- | --- |
|  | (3.3.2) |

Now the *bucket*1 requires 22 = 4 multiplications because it involves 2 binary variables. The *bucket*2 requires 23 = 8 multiplications because it involves 3 binary variables. The *bucket*3 requires 23 = 8 multiplications because it only involves 3 binary variables when we sum *X* out before taking *bucket*3. The *bucket*4 require 23 = 8 multiplications because it only involves 3 binary variables when we sum *Y* out before taking *bucket*4. In general, *P*(*T*, *W*) requires |*bucket*1| + |*bucket*2| + |*bucket*3| + |*bucket*4| = 4 + 8 + 8 + 8 = 28 multiplications. Such the number of multiplications is now minimum for the aforementioned *P*(*W*, *T*). In general, we need to find out a way to factorize the product *P*(*T* | *W*) into a minimum number of multiplications as equation 3.3.2. This is the *Optimal Factoring Problem* given by Shachter, D’Ambrosio, and Del Favero (Shachter, D'Ambrosio, & Del Favero, 1990).

According to definition 3.1 in (Neapolitan, 2003, p. 163), a *factoring instance* *F* = {*V*, *S*, *Q*} is defined as a triple consisting of:

1. A set of *n* variables *V=* {*X*1, *X*2,…, *Xn*}
2. A set of *m* sub-sets *S =* {*S*{1}*, S*{2}*,…, S*{*m*}} where *S*{*i*} *V*
3. A *target set* *Q* *V*

According to definition 3.2 in (Neapolitan, 2003, p. 164), the factoring *α* of *S* is a binary tree satisfying three following properties (Neapolitan, 2003, p. 164):

* All and only members *S*{*i*} of *S* are leaves.
* The parent of nodes *SI* and *SJ* is denoted .
* The root of tree is *S*{1, 2,.., *m*}.

Given *F*, the cost of factoring *α* denoted *μα*(*F*) is three following steps (Neapolitan, 2003, p. 164):

1. All non-leave nodes are determined according to equation 3.3.3.

|  |  |
| --- | --- |
|  | (3.3.3) |

Note, the sign “\” denotes the subtraction (excluding) in set theory (Wikipedia, Set (mathematics), 2014).

1. The cost of each node is computed according to equations 3.3.4.

|  |  |
| --- | --- |
|  | (3.3.4) |

Where *|.|* denotes the cardinality of the set.

1. The cost of factoring *α* is *μα*(*F*) = *μα*(*S*{1,…, *m*})).

The less the cost *μα*(*F*) is, the better factoring *α* is. Hence, the optimal factoring problem is to find the optimal factoring *α* for the factoring instance *F* such that *µα*(*F*) is minimal.

When applying optimal factoring problem into Bayesian inference, the set of variables *V* in *F* corresponds with nodes in DAG, *S* corresponds with operands of the marginal probability, and the factoring *α* corresponds with the factorization of such probability. The cost of factoring instance *μα*(*F*) is equal to the number of multiplications. The problem becomes easy when we find out the best tree *α* having least *μα*(*F*) and compute the marginal probability with the same ordering of multiplications to this tree.

**Example 3.3.1.** According to definition 3.1 in (Neapolitan, 2003, p. 163), let the following factoring instance model the marginal probability *P*(*T*, *W*) specified by equation 3.3.1 for the DAG shown in figure 3.3.1 as follows (Neapolitan, 2003, p. 164):

* Let *n* = 5 and *V* = {*X*, *Y*, *Z*, *W*, *T*}.
* Let *m* = 5 and *S*{1} = {*X*}, *S*{2} = {*X*, *Z*}, *S*{3} = {*X*, *Y*}, *S*{4} = {*Y*, *Z*, *W*}, and *S*{5} = {*Z*, *T*}.
* Let *Q* = {*W*, *T*}.

It is easy to recognize that *S*{1}, *S*{2}, *S*{3}, *S*{4}, and *S*{5} correspond with *P*(*X*), *P*(*Z* | *X*), *P*(*Y* | *X*), *P*(*W* | *Y*, Z), and *P*(*T* | *Z*), respectively. Suppose the optimal factorizing *α* shown in figure 3.3.2 (Neapolitan, 2003, p. 165) corresponds with the factorization of the marginal probability *P*(*W*, *T*) shown in equation 3.3.2 with note that Shachter, D’Ambrosio, and Del Favero (Shachter, D'Ambrosio, & Del Favero, 1990) proposed a linear time algorithm to find out such *α*.
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**Figure 3.3.2.** An optimal factorizing

We will know the cost *μα*(*F*) of the factorizing *α* shown in figure 3.3.2 is 28 as aforementioned. In fact, we have (Neapolitan, 2003, p. 166):

The costs are computed as follows:

So, the cost of the factoring *α* is *μα*(*F*) = *μα*(*S*{1, 2, 3, 4, 5})) = 28■

Shortly, after giving the optimal factoring problem, Shachter, D’Ambrosio, and Del Favero (Shachter, D'Ambrosio, & Del Favero, 1990) proposed a linear time algorithm which solves the optimal factoring problem when the DAG is singly-connected. Because their algorithm combines both the symbolic reasoning and the numeric computation for doing probabilistic inference, it is called *Symbolic Probabilistic Inference* (*SPI*) algorithm.

# 4. Parameter learning

We turn back Bayesian inference introduced in equation 1.1 here. As a convention, uppercase letters such as *X*, *Y*, and *Z* often denote random variable whereas lowercase letters such as *x*, *y*, and *z* often denote instances or values of random variables. According to Bayesian approach, parameters such as mean *μ* and variance *σ*2 of normal distribution and probability *p* of binominal distribution are random variables too. These random variables are commonly denoted Θ, which are hypotheses according to equation 1.1. Prior distribution (prior probability) is denoted *P*(Θ | *ξ*) where *ξ* denotes background knowledge about Θ. Note that *ξ* is often parameter of the prior distribution and so it can be called hyper-parameter of prior distribution. For example, if Θ follows beta distribution, its prior distribution is:

Where *ξ* = (*a*, *b*) are two parameters of such prior (beta) distribution. Note that Γ(.) is gamma function:

For another example, if Θ is mean *μ* and it follows normal distribution, its prior distribution is:

Where *ξ* = (*μ*0, *σ*02)*T* are mean and variance of such prior (normal) distribution. Given sample *D* = {*X*1, *X*2,…, *Xm*) consisting *m* observations (evidences) *Xi* with note that *m* can be 1. Let *X* be theoretical random variable that represents all *Xi*. Equation 4.1 specifies posterior distribution (posterior probability) of Θ, according to Bayes’ rule (Heckerman, 1995, p. 6) (Wikipedia, Bayesian inference, 2006).

|  |  |
| --- | --- |
|  | (4.1) |

Where *P*(*D* | Θ) is likelihood function of Θ and *P*(*D*) is marginal probability of sample. If all observations *Xi* are independent and identically distributed (iid) random variables, we have:

The probability *P*(*Xi* | Θ) is likelihood function of Θ in simplest case of Bayesian inference specified by equation 1.1. Of course, *P*(*Xi* | Θ) can follow a distribution which is different from prior distribution *P*(Θ | *ξ*).

If posterior distribution *P*(Θ | *D*, *ξ*) has the same form of prior distribution *P*(Θ | *ξ*), such posterior distribution and prior distribution are called *conjugate distributions* (conjugate probabilities) and *P*(Θ | *ξ*) is called *conjugate prior* (Wikipedia, Conjugate prior, 2018) for likelihood function *P*(*D* | Θ). For example, if prior distribution *P*(Θ | *ξ*) is beta distribution and likelihood function *P*(*D* | Θ) follows binomial distribution then, posterior distribution *P*(Θ | *D*, *ξ*) is beta distribution too and hence, *P*(Θ | *ξ*) and *P*(Θ | *D*, *ξ*) are conjugate distributions. Shortly, whether posterior distribution and prior distribution are conjugate distributions depends on prior distribution and likelihood function.

Equation 4.1 is an extension of equation 1.1. Note, equation 4.1 is written fully as follows:

However *P*(*D* | Θ, *ξ*) = *P*(*D* | Θ) and *P*(*D* | *ξ*) = *P*(*D*) because *D* is only dependent on Θ. Marginal probability *P*(*D*) is expectation of likelihood function *P*(*D* | Θ) given prior probability *P*(Θ | *ξ*).

Anyway equation 4.2 specifies marginal probability *P*(*D*).

|  |  |
| --- | --- |
|  | (4.2) |

Equation 4.1 which defines posterior probability of parameter Θ is used to assess hypothesis Θ after surveying sample *D*. This is a so-called *Bayesian inference*.

Suppose there is a requirement of predicting possibility of a new observation *Xm*+1 given previous sample *D* with note that *Xm*+1 is independent from *D*. In other words, we need to calculate probability *P*(*Xm*+1 | *D*) called updated probability. Following equation specifies *updated probability* or *predictive probability* (Heckerman, 1995, p. 6) (Wikipedia, Bayesian inference, 2006).

Because we consider *Xm*+1 and *X* are formal variables, we have *P*(*Xm*+1 | *D*) = *P*(*X* | *D*) and *P*(*Xm*+1 | Θ) = *P*(*X* | Θ). Therefore, equation 4.3 specifies updated probability in general.

|  |  |
| --- | --- |
|  | (4.3) |

According to equation 4.3, updated probability *P*(*X* | *D*) is expectation of probability *P*(*X* | Θ) given posterior distribution *P*(Θ | *D*). Equation 4.3 establishes a so-called *Bayesian updating* or *Bayesian prediction*. Probability *P*(*X* | Θ) is always determined because it is probability of observation.

Given a sample *D* = {*X*1, *X*2,…, *Xm*) where all observations *Xi* are independent and identically distributed (iid) random variables, there is a requirement of estimating parameter (hypothesis) Θ according to Bayesian inference. Let denote a Bayesian estimate of Θ. How to calculate the estimate is called *Bayesian estimation* or *Bayesian learning* which is main subject of this section “Parameter learning”. There are some methods to determine . The most popular method is Maximum A Posteriori (MAP) estimation (Wikipedia, Maximum a posteriori estimation, 2017). According to MAP, is a maximizer of posterior distribution given sample *D*.

Because *P*(*D*) is constant regarding Θ, we have:

For convenience, we take natural logarithm of *P*(*D*|Θ)*P*(Θ|*ξ*), which produce equation 4.4 to determine according to MAP.

|  |  |
| --- | --- |
|  | (4.4) |

As a convention, the function *l*(Θ|*ξ*) is called posterior log-likelihood function. Hence, MAP is extension of maximum likelihood estimation (MLE) method. If equation 4.4 is complicated, some approximate methods such as Newton-Raphson, gradient descent, and Lagrange duality to solve equation 4.4. By the simplest way, is solution of the equation formed by setting the (partial) first-order of posterior log-likelihood function *l*(Θ|*ξ*) to be zero as follows:

Other estimation methods use so-called loss functions. Squared-error loss function is defined according to equation 4.5 (Walpole, Myers, Myers, & Ye, 2012, p. 717):

|  |  |
| --- | --- |
|  | (4.5) |

The mean of posterior distribution *P*(Θ | *D*, *ξ*) is a Bayesian estimate of Θ under squared-error loss function, according to equation 4.6 (Walpole, Myers, Myers, & Ye, 2012, p. 717). In other words, such mean minimizes squared-error loss function.

|  |  |
| --- | --- |
|  | (4.6) |

Absolute loss function is defined according to equation 4.7 (Walpole, Myers, Myers, & Ye, 2012, p. 718):

|  |  |
| --- | --- |
|  | (4.7) |

Median of posterior distribution *P*(Θ | *D*, *ξ*) is a Bayesian estimate of Θ under absolute loss function, according to equation 4.8 (Walpole, Myers, Myers, & Ye, 2012, p. 718). In other words, such median minimizes absolute loss function.

|  |  |
| --- | --- |
|  | (4.8) |

Therefore, equations 4.4, 4.6 and 4.8 are popular equations for *Bayesian parameter estimation*. If posterior distribution *P*(Θ | *D*, *ξ*) is symmetric, equations 4.6 and 4.8 produces the same estimate .

Now we survey a common case of Bayesian inference in which *D* is **binominal sample**. At that time every *Xi* is binary random variable and likelihood function *P*(*D* | Θ) is specified by equation 4.9 (Heckerman, 1995, p. 6):

|  |  |
| --- | --- |
|  | (4.9) |

Where *s* and *t* are the numbers of *Xi* = 1 and *Xi* = 0, respectively. The *s* and *t* are sufficient statistics of binomial sampling. Note, *X* is theoretical random variable that represents all *Xi*. Parameter Θ = *P*(*X* = 1 | Θ) is probability of *X* = 1 and it has prior probability *P*(Θ|*ξ*). Therefore,

Equation 4.10 (Heckerman, 1995, p. 6), which is a special case of equation 4.1, specifies Bayesian inference (posterior probability of Θ) in case of binominal sampling.

|  |  |
| --- | --- |
|  | (4.10) |

Derived from equation 4.3, the updated probability *P*(*X* = 1 | *D*) in case of binomial sampling becomes (Heckerman, 1995, p. 6):

Due to:

Equation 4.11, which is a variant of equation 4.3, specifies updated probability *P*(*X* = 1 | *D*) in case of binomial sampling (Heckerman, 1995, p. 6).

|  |  |
| --- | --- |
|  | (4.11) |

Where *E*(Θ | *D*, *ξ*) denotes expectation of Θ given posterior probability *P*(Θ | *D*, *ξ*) specified by equation 4.10. Comparing equation 4.11 and equation 4.6, we recognize that updated probability is the estimate of Θ under squared-error loss function in case of binomial sampling.

Suppose Θ is distributed according to beta distribution, its prior probability is specified by equation 4.12.

|  |  |
| --- | --- |
|  | (4.12) |

Where,

So *ξ* = (*a*, *b*)*T* contains two parameters of such prior beta distribution. Note, we use two notations “beta” and “*β*” to denote beta distribution. Note, Γ(.) denotes gamma function (Neapolitan, 2003, p. 298) which is essentially an integral approximated to factorial function according to equation 4.13.

|  |  |
| --- | --- |
|  | (4.13) |

It is conventional that *e*(.) and *exp*(.) denote exponent function and *e*2.71828 is Euler’s number. If *x* is positive integer, gamma function in equation 4.13 is equivalent to factorial function,

There is an important property of gamma function which is expressed as follows (Neapolitan, 2003, p. 298):

Figure 4.1 shows beta density function with various parameters *a* and *b*. Beta functions *β*(*x*;2,2), *β*(*x*;4,2), and *β*(*x*;2,4) are drawn as black line, green line, and red line, respectively.
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**Figure 4.1.** Beta density functions with various parameters *a* and *b*

In beta density function, there are “*a*” successful outcomes (for example, *x* =1) in “*a+b*” trials. The higher value of “*a*” is, the higher ratio of success is, so, the graph leans forward right. The higher value of “*a+b*” is, the more the mass concentrates around *a*/(*a+b*) and the narrower the graph is.

Theoretical mean and variance of beta distribution is specified by equation 4.14.

|  |  |
| --- | --- |
|  | (4.14) |

Where *N* = *a* + *b*. Of course, we have probability *P*(*X*=1) as follows:

Marginal probability *P*(*D*) is calculated as follows:

Where *M* = *s* + *t*. Shortly, equation 4.15 specifies marginal probability *P*(*D*).

|  |  |
| --- | --- |
|  | (4.15) |

Posterior probability of Θ is re-calculated as follows:

Therefore, in case of binomial sampling, if prior probability of Θ conforms beta distribution beta(Θ | *a*, *b*) then, posterior probability of Θ conforms beta distribution beta(Θ | *a* + *s*, *b* + *t*), which is a beautiful result according to equation 4.16 (Heckerman, 1995, p. 7).

|  |  |
| --- | --- |
|  | (4.16) |

Equation 4.16 is a special case of equation 4.10 in case of beta distribution. Because both *P*(Θ | *ξ*) and *P*(Θ | *D*, *ξ*) conform beta distribution, they are conjugate probabilities.

Equation 4.17 (Heckerman, 1995, p. 7) specifies updated probability *P*(*X* = 1 | *D*) in case of binomial sampling and prior beta distribution.

|  |  |
| --- | --- |
|  | (4.17) |

Essentially, equation 4.17 is a special case of equation 4.6 in case of binomial sampling and beta prior distribution, which is used to estimate Θ under squared-error loss function as follows:

Now we survey another case of Bayesian inference in which *D* is **multinomial sample**. At that time every *Xi* is multinomial random variable which has *r* possible states 1, 2,…, *r*. So, *X* is multinomial random variable (discrete random variable). Parameter Θ is now *r*-dimension vector Θ = (*θ*1, *θ*1,…, *θr*)*T*. Partial parameter *θk* is specified in equation 4.18 (Heckerman, 1995, p. 9):

|  |  |
| --- | --- |
|  | (4.18) |

Likelihood function *P*(*D* | Θ) is specified by equation 4.19.

|  |  |
| --- | --- |
|  | (4.19) |

Where *sk* is the number of *Xi* = *k*. Hence, each *sk* is sufficient statistics of multinomial sampling. Recall that *X* is theoretical random variable that represents all *Xi*. Partial parameter *θk* = *P*(*X* = *k* | *θk*) is the probability of *X* = *k* and it has partial prior probability *P*(*θk*|*ξk*) which in turn is calculated based on prior probability *P*(Θ | *ξ*) = *P*(*θ*1, *θ*1,…, *θr* | *ξ*1, *ξ*2,*…*, *ξr*). Note, *ξ* = (*ξ*1, *ξ*2,*…*, *ξr*) is vector parameter of prior probability *P*(Θ | *ξ*) with Θ = (*θ*1, *θ*1,…, *θr*)*T* and each *θk* only depends on *ξk*.

Therefore,

Equation 4.20 (Neapolitan, 2003, p. 385), which is a special case of equation 4.1, specifies Bayesian inference (posterior probability of Θ) in case of multinomial sampling.

|  |  |
| --- | --- |
|  | (4.20) |

Derived from equation 4.3, updated probability *P*(*X* = *k* | *D*) in case of multinomial sampling becomes:

Due to:

Equation 4.21, which is a variant of equation 4.3, specifies updated probability *P*(*X* = *k* | *D*) in case of multinomial sampling.

|  |  |
| --- | --- |
|  | (4.21) |

Where *E*(*θk* | *D*, *ξk*) denotes expectation of *θk* given partial posterior probability *P*(*θk* | *D*, *ξk*) which in turn is calculated based on posterior probability *P*(Θ | *D*, *ξ*) specified by equation 4.20. Equation 4.21 is extension of equation 4.11, which is used to estimate *θk* under squared-error loss function in case of multinomial sampling.

The most important problem of multinomial sampling is how to determine prior probability of (vector) parameter Θ = (*θ*1, *θ*1,…, *θr*)*T*. Suppose Θ is distributed according to *Dirichlet distribution*, its prior probability is specified by equation 4.22.

|  |  |
| --- | --- |
|  | (4.22) |

Where,

Equation 4.22 also specifies *Dirichlet density function* because each *θk* is continuous. It is easy to recognize that Dirichlet distribution is general case of beta distribution (equation 4.12) in case of multinomial sample (discrete sample). So *ξ* = (*ξ*1, *ξ*2,*…*, *ξr*)*T* = (*a*1, *a*2,*…*, *ar*)*T* contains *r* parameters of such prior Dirichlet distribution. Note, Γ(.) denotes gamma function specified by equation 4.13. Partial prior Dirichlet distribution *P*(*θk*|*ξk*) = *P*(*θk*|*ak*) is marginal probability of Dir(Θ | *a*1, *a*2,…, *ar*) over all *ai* except *ak*, which is also beta distribution, specified by equation 4.23.

|  |  |
| --- | --- |
|  | (4.23) |

Theoretical means and variances of Dirichlet distribution is specified by equation 4.24.

|  |  |
| --- | --- |
|  | (4.24) |

Equation 4.24 is extension of equation 4.14. Of course, we have the probability *P*(*X*=*k*) as follows:

Marginal probability *P*(*D*) with regard to Dirichlet distribution is specified by equation 4.25.

|  |  |
| --- | --- |
|  | (4.25) |

Where,

Recall that *sk* is the number of *Xi* = *k*. Equation 4.25 is extension of equation 4.15. It is easy to determine posterior probability *P*(Θ | *D*, *ξ*) given the prior probability *P*(Θ | *ξ*) = Dir(Θ | *a*1, *a*2,…, *ar*) and marginal probability *P*(*D*). As a result, in case of multinomial sampling, posterior probability of Θ conforms Dirichlet distribution Dir(Θ | *a*1+*s*1, *a*2+*s*2*,…, ar+sr*), according to equation 4.26.

|  |  |
| --- | --- |
|  | (4.26) |

Equation 4.26 is general case of equation 4.16 and special case of equation 4.20. Because both *P*(Θ | *ξ*) and *P*(Θ | *D*, *ξ*) conform Dirichlet distribution, they are conjugate probabilities.

Equation 4.27 (Heckerman, 1995, p. 9) specifies updated probability *P*(*X* = *k* | *D*) in case of multinomial sampling and prior Dirichlet distribution.

|  |  |
| --- | --- |
|  | (4.27) |

Equation 4.27 is special case of equation 4.21. Essentially, equation 4.27 is general case of equation 4.17, which is used to estimate Θ under squared-error loss function.

We surveyed Bayesian learning with discrete (binomial and multinomial) sample in which parameter Θ follows beta distribution or Dirichlet distribution. As a beautiful result, the estimate under squared-error loss function is expectation of Θ, which is also updated probability according to equations 4.6, 4.11, 4.17, and 4.27.

Now suppose *D* = {*X*1, *X*2,…, *Xm*) is **normal sample** where all observations *Xi* are independent and identically distributed (iid) random variables following normal distribution with theoretical mean *μ* and theoretical variance *σ*2. As usual, let *X* be theoretical random variable that represents all *Xi*. Note, *X* is real. Suppose the theoretical variance *σ*2 is not random variable but the theoretical mean *μ* is random variable Θ = *μ*. Probabilistic density function of *X* is:

|  |  |
| --- | --- |
|  | (4.28) |

Suppose parameter *μ* also conforms normal distribution with theoretical mean *μ*0 and theoretical variance *σ*02. Prior density function (prior distribution) of *μ* = Θ is:

|  |  |
| --- | --- |
|  | (4.29) |

Of course, we have *ξ* = (*μ*0, *σ*02)*T*.It is proved that *P*(*μ* | *ξ*) is conjugate prior if *X* distributes normally. Although the variance *σ*2 is not random variable but it will be estimated in most suitable way. Let and be estimates of *μ* and *σ*2, respectively. The estimates and will be calculated according to MAP method with equation 4.4.

We have:

Let notation “” denote proportion. Note, only *μ* is random variable. By making proportion, Zhu proved that (Zhu, 2018, pp. 3-4):

(Because only *μ* is considered as random variable)

(Because only *μ* is considered as random variable)

Let

We have:

Let

We have:

The posterior log-likelihood function *l*(*μ*, *σ*2 | *ξ*) is re-defined as follows:

Obviously, quadric function *l*(*μ*, *σ*2 | *ξ*) gets maximal at for each *σ*2. In other words, we obtain equation 4.30 to calculate estimates and .

|  |  |
| --- | --- |
|  | (4.30) |

Where,

Note, variance *σ*2, prior mean *μ*0, and prior variance *σ*02 in equation 4.30 are pre-defined (known). The estimate is much more important than the estimate because given the posterior log-likelihood function *l*(, *σ*2 | *ξ*) gets maximal for each *σ*2.

Given estimates and , posterior density function (posterior distribution) of Θ = *μ* is specified by equation 4.31.

|  |  |
| --- | --- |
|  | (4.31) |

Note that . Obviously, posterior density function *P*(*μ* | *D*, *ξ*) distributes normally with mean and variance . The variance of posterior density function *P*(*μ* | *D*, *ξ*) is *m* times smaller than the variance of updated density function mentioned later because *μ* is mean of *X*.

Because posterior density function *P*(*μ* | *D*, *ξ*) and prior density function *P*(*μ* | *ξ*) are conjugateprobabilities, posterior density function *P*(*μ* | *D*, *ξ*) distributes normally. Updated probability *P*(*X* | *D*) is now called updated density function specified equation 4.32.

|  |  |
| --- | --- |
|  | (4.32) |

Obviously, updated density function *P*(*X* | *D*) distributes normally with mean and variance .

The estimate specified in equation 4.31 is theoretical mean of random variable (parameter) Θ = *μ* and so we have:

In other words, specified in equation 4.30 is Bayesian estimate of Θ = *μ* under squared-error loss function.

Recall that the estimate is much more important than the estimate because given the posterior log-likelihood function *l*(, *σ*2 | *ξ*) gets maximal for each *σ*2. Therefore, another estimate of *σ*2 can be different from the estimate specified in equation 4.31. In fact, given the posterior log-likelihood function *l*(*μ*, *σ*2 | *ξ*) becomes *l*(*σ*2 | *ξ*) which is function of *σ*2 as follows:

The first-order derivative of posterior log-likelihood function *l*(*σ*2 | *ξ*) with regard to *σ*2 is:

Let (*σ*2)\* be another estimate of *σ*2. The estimate (*σ*2)\* is solution of the equation formed by setting the first-order derivative to be zero as follows:

In short, equation 4.33 specifies (*σ*2)\* which is another estimate of *σ*2 with note that is the estimate of *μ* specified in equation 4.30.

|  |  |
| --- | --- |
|  | (4.33) |

I think that the estimate (*σ*2)\* is more precise than the estimate because concerns observations *Xi*. Given (*σ*2)\*, posterior density function (equation 4.31) and updated density function (equation 4.32) are re-written as follows:

|  |  |
| --- | --- |
|  | (4.34) |

Basic concepts of Bayesian learning were introduced. Sub-sections 4.1 and 4.2 mention how to learn CPTs of BN in which sub-section 4.1 focuses on parameter learning in complete data whereas sub-section 4.2 focuses on parameter learning in incomplete data. In sub-sections 4.1 and 4.2, nodes in BN are binary random variables and data sample is binomial sample. Recall that the report focuses on discrete BN.

## 4.1. Parameter learning with binomial complete data

Given a discrete BN (*G*, *P*) satisfies Markov condition where both structure *G* and parameter *P* are known with note that *G* is a DAG and *P* is a joint probability distribution. Moreover, *P* is formulated from CPTs, which means that *P* is product of conditional probabilities of nodes given their parents according to theorem 1.5 in (Neapolitan, 2003, p. 37), parameter learning here aims to improves CPTs from binomial complete data.

Suppose there is one binary variable *X* in BN and probability distribution of *X* is considered as relative frequency having values in space [0, 1] which is the range of variable *F*. A parameter *F* (whose space is [0, 1], of course) is added to each variable *X*, which acts as the parent of *X* and has a beta density function *β*(*F*; a, b), so as to:

|  |  |
| --- | --- |
| *P*(*X*=1 | *F*) = *F*, where *F* has beta density function *β*(*F*; *a*, *b*) | (4.1.1) |

Please pay attention to equation 4.1.1, *P*(*X=*1 *| F*)= *F* implicating that *F* representsrelative frequency of *X* (Neapolitan, 2003, p. 301) because it is the key of learning CPT based on beta density function. Variable *X* and parameter *F* constitute a simple network which is referred as augmented BN (Neapolitan, 2003, p. 324). Figure 4.1.1 shows the simplest augmented BN. We use binomial sample to learn BN and *F* is essentially the parameter Θ of binomial sampling, *F* = Θ. Because parameter is considered as random variable in Bayesian approach, *F* is called *augmented variable* as a convention.
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**Figure 4.1.1.** The simple (binomial) augmented BN with only one hypothesis node *X*

The augmented BN is often denoted as a triple (*G*, *F*(*G*), *β*(*G*)) whereas the BN is denoted as a pair (*G*, *P*). As a convention, (*G*, *F*(*G*), *ρ*(*G*)) is called *augmented BN* of (*G*, *P*) and (*G*, *P*) is called *embedded BN* of (*G*, *F*(*G*), *β*(*G*)). If *ρ* is beta distribution, we denote (*G*, *F*(*G*), *β*(*G*)) as augmented BN. Moreover, we can denote (*G*, *F*, *β*) and (*G*, *F*, *ρ*) if *G* is implied.

The probability *P*(*X* = 1) which is parameter of BN is really prior predictive probability and so we have a simple but effective equation 4.1.2 to compute *P*(*X* = 1) as follows:

|  |  |
| --- | --- |
|  | (4.1.2) |

Following is the proof of equation 4.1.2.

Note, *P*(*X*=1) is CPT of *X*. Please refer to equation 4.14 to know how to calculate mean of beta distribution. Please pay attention to equation 4.1.2, it is the most essential equation used in parameter learning. The equation 4.1.2 is corollary 6.1 in (Neapolitan, 2003, p. 302).

The ultimate purpose of Bayesian inference is to consolidate a hypothesis (namely, variable) by collecting evidences. Suppose we perform *M* trials of a random process, the outcome of *uth* trial is denoted *X*(*u*) considered as evidence variable whose probability *P*(*X*(*u*)= 1 *| F*)= *F*. So, all *X*(*u*) are conditionally dependent on *F*. The probability of variable *X*, *P*(*X=*1) is learned by these evidences. Note that evidence *X*(*u*) is considered as random variable like *X*.

We denote the vector of all evidences as  *=* (*X*(1), *X*(2),…, *X*(*m*)) which is also called the sample of size *m*. Hence, is known as a sample or an evidence vector and we often implicate as a collection of evidences. Given this sample, *β*(*F*) is called prior density function, and *P*(*X*(*u*) = 1) = *a*/*N* (due to equation 4.1.2) is called prior probability of *X*(*u*). It is necessary to determine posterior density function *β*(*F|*)and updated probability of *X*, namely *P*(*X|*)*. The nature of this process is the parameter learning* which aims to determine CPTs that are parameters of discrete BN with note that such CPTs essentially are updated probabilities *P*(*X|*). Note, *P*(*X|*) can be referred as *P*(*X*(*m+*1) *|* ). Figure 4.1.2 depicts this sample  *=* (*X*(1), *X*(2),…, *X*(*m*)).
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**Figure 4.1.2.** The binomial sample *=*(*X*(1), *X*(2),…, *X*(*m*)) of size *m*

We survey firstly the case of binomial sample. Thus, having binomial distribution is called binomial sample and the network in figure 4.1.1 becomes a binomial augmented BN. Then, suppose *s* is the number of all evidences *X*(*i*) which have value 1 (success), otherwise, *t* is the number of all evidences *X*(*j*) which have value 0 (failed). Of course, *s* + *t* = *M*. Note that *s* and *t* are often called counters or count numbers.

**Computing posterior density function and updated** **probability**

Now, we need to compute posterior density function *β*(*F|*) and updated probability *P*(*X=*1|). It is essential to determine probability distribution of *X*. Fortunately, *β*(*F|*) and *P*(*X=*1|) are already determined by equations 4.15 and 4.16 when *F* = Θ and *P*(*X=*1|) = *P*(*Xn*+1*=*1|). For convenience, we replicate equations 4.15 and 4.16 as equations 4.1.3 and 4.1.4, respectively.

|  |  |
| --- | --- |
|  | (4.1.3) |
|  | (4.1.4) |

From equation 4.1.4, *P*(*X*=1|) representing updated CPT of *X* is an estimate of *F* under squared-error loss function. Equation 4.1.4 is theorem 6.4 in (Neapolitan, 2003, p. 309). In general, you should merely remember equations 4.1.2 and 4.1.4 to calculate probability of *X* and updated probability of *X*, respectively. Essentially, equations 4.17 or 4.1.4 is special case of equation 4.6 in case of binomial sampling and beta prior distribution, which is used to estimate *F* under squared-error loss function.

**Expanding augmented BN with more than one hypothesis node**

Suppose we have a BN with two binary random variables and there is conditional dependence assertion between these nodes. Note, a BN having more than one hypothesis variable is known as multi-node BN. See the networks and CPTs in following figure 4.1.3 (Neapolitan, 2003, p. 329):
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**Figure 4.1.3.** BN (a) and complex augmented BN (b)

In figure 4.1.3, the BN (a) having no attached augmented variable is also called original BN or trust BN, from which augmented BN (b) is derived by the way: for every node (variable) *Xi*, we add parameter parent nodes to *Xi*, obeying two principles below:

1. If *Xi* has no parent (not conditionally dependent on any others, *Xi* is a root), we add only one augmented variable denoted *Fi*1having probability density function *β*(*Fi*1; *ai*1, *bi*1) so as to *P*(*Xi=*1*|Fi*1) *= Fi*1.
2. If *Xi* has a set of *pi* parent nodes and each parent node is binary, we add a set of *qi=*2*pi* parameter variables {*Fi*1, *Fi*2,…, } which, in turn, correspond to instances of parentnodes of *Xi*,namely{*PAi*1, *PAi*2, *PAi*3,…,} where each *PAij* is an instance of a parent node of *Xi* with note that each binary parent node has two instances (0 and 1, for example). For convenience, each *PAij* is called a parent instance of *Xi* and we let *PAi=*{*PAi*1, *PAi*2, *PAi*3,…,} be vector or collection of parent instances of *Xi*. We also let *Fi*={*Fi*1, *Fi*2,…, } be respective vector or collection of augmented variables *Fi*1 (s) attached to *Xi*. Now in a given augmented BN (*G*, *F*(*G*), *β*(*G*)), *F* is a set of all *Fi* (s), *F* = {*F*1, *F*2,…, *Fn*} in which each *Fi* is a vector of *Fij* (s) and in turn each *Fij* is a root node. It is conventional that each *Xi* has *qi* parent instances ; in other words, *qi* denotes the size of *PAi* and the size of *Fi*. For example, in figure 4.1.3, node *X*2 has one parent node *X*1, which causes that *X*2 has two parent instances represented by two augmented variables *F*21 and *F*22. Additionally, *F*21 (*F*22) and its beta density function specify conditional probabilities of *X*2 given *X*1 = 1 (*X*1 = 0) because parent node *X*1 is binary. We have equation 4.1.5 for connecting CPT of variable *Xi* with beta density function of augmented variable *Fi*.

|  |  |
| --- | --- |
|  | (4.1.5) |

Equation 4.1.5 is an extension of equation 4.1.1 in multi-node BN and equation 4.1.5 degenerates to equation 4.1.1 if *Xi* has no parent. Note that the beta density function of *Fij* is *β*(*Fij*; *aij*, *bij*) and of course, in figure 4.1.3, we have *a*11=1, *b*11=1, *a*21=1, *b*21=1, *a*22=1, *b*22=1.

Beta density function for each *Fij* is specified in equation 4.1.6 as follows:

|  |  |
| --- | --- |
|  | (4.1.6) |

Where *Nij* = *aij* + *bij*. Given augmented BN (*G*, *F*(*G*), *β*(*G*)), notation *β* implies set of all *β*(*Fij*) which in turn implies set of all (*aij*, *bij*). Note that equations 4.12 and 4.1.6 have the same meaning for representing beta function except that equation 4.1.6 is used in multi-node BN. Variables *Fij* (s) attached to the same *Xi* have no parent and are mutually independent, so, it is very easy to compute the joint beta density function *β*(*Fi*1, *Fi*2,…, ) with regard to node *Xi* as follows:

|  |  |
| --- | --- |
|  | (4.1.7) |

Besides the local parameter independence expressed in equation 4.1.7, we have global parameter independence if reviewing all variables *Xi* (s) with note that all respective *Fij* (s) over entire augmented BN are mutually independent. Equation 4.1.8 expresses the global parameter independence of all *Fij* (s).

|  |  |
| --- | --- |
|  | (4.1.8) |

Concepts “local parameter independence” and “global parameter independence” are defined in (Neapolitan, 2003, p. 333).

All variables *Xi* and their augmented variables form the complex augmented BN representing the trust BN in figure 4.1.3. In the trust BN, the conditional probability of variable *Xi* with respect to its parent instance *PAij*, in other words, the *ijth* conditional distribution is the expected value of *Fij* as below:

|  |  |
| --- | --- |
|  | (4.1.9) |

Equation 4.1.9 is extension of equation 4.1.2 when variable *Xi* has parent and both equations express prior probability of variable *Xi*. Following is proof of equation 4.1.9.

(due to local parameter independence specified in equation 4.1.7 when *Fij* (s) are mutually independent)

Equation 4.1.9 is theorem 6.7 proved by the similar way in (Neapolitan, 2003, pp. 334-335) to which I referred.

**Example 4.1.1.** For illustrating equations 4.1.5 and 4.1.9, recall that variables *Fij* (s) and their beta density functions *β*(*Fij*) (s) specify conditional probabilities of *Xi* (s) as in figure 4.1.3, and so, the CPTs in figure 4.1.3 is interpreted in detailed as follows:

Note that inverted probabilities in CPTs such as *P*(*X*1=0), *P*(*X*2=0*|X*1=1) and *P*(*X*2=0*|X*1=0) are not mentioned because *Xi* (s) are binary variables and so, *P*(*X*1=0) = 1 – *P*(*X*1=1) = 1/2, *P*(*X*2=0*|X*1=1) = 1 – *P*(*X*2=1*|X*1=1) = 1/2 and *P*(*X*2=0*|X*1=0) = 1 – *P*(*X*2=1*|X*1=0) = 1/2■

Suppose we perform *m* trials of random process, the outcome of *uth* trial which is BN like figure 4.1.3 is represented as a random vector *X*(*u*) containing all evidence variables in network. Vector *X*(*u*) is also called the *uth* *evidence* (vector) of entire BN. Suppose *X*(*u*) has *n* components or partial evidences *Xi*(*u*) when BN has *n* nodes; in figure 4.1.3, *n* = 2. Note that evidence *Xi*(*u*) is considered as random variable like *Xi*.

It is easy to recognize that each component *Xi*(*u*) represents the *uth* evidence of node *Xi* in the BN. The *m* trials constitute the sample of size *m* which is the set of random vectors denoted as *=*{*X*(1), *X*(2),…, *X*(*m*)}. is also called evidence matrix,evidence sample,training data,orevidences, in brief. We only review the case of binomial sample; it means that is the binomial BN sample of size *m*. For example, this sample corresponding to the network in figure 4.1.3 is depicted by figure 4.1.4 as below (Neapolitan, 2003, p. 337):
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**Figure 4.1.4.** Expanded binomial augmented BN sample of size *m*

After *m* trials are performed, the augmented BN are updated and so, augmented variables’ density functions and hypothesis variables’ conditional probabilities are changed. We need to compute posterior density function *β*(*Fij|*) of each augmented variable *Fij* and updated condition probability *P*(*Xi=*1*| PAij*,) of each variable *Xi*. Note that evidence vectors *X*(*u*) (s) are mutually independent given all *Fij* (s). It is easy to infer that given fixed *i*, all evidences *Xi*(*u*) corresponding to variable *Xi* are mutually independent. Based on binomial trials and mentioned mutual independence, equation 4.1.10 is used for calculating probability of evidences corresponding to variable *Xi* over *m* trials as follows:

|  |  |
| --- | --- |
|  | (4.1.10) |

Where,

* Number *qi* is the number of parent instances of *Xi*. In binary case, each *Xi*(*u*) ‘s parent node has two instances/values, namely, 0 and 1.
* Counter *sij*, respective to *Fij*, is the number of all evidences among *m* trials such that variable *Xi* = 1 and *PAij* = 1. Counter *tij*, respective to *Fij*, is the number of all evidences among *m* trials such that variable *Xi* = 1 and *PAij* = 0. Note that *sij* and *tij* are often called *counters* or count numbers.
* *PAi=*{*PAi*1, *PAi*2, *PAi*3,…,} is the vector of parent instances of *Xi* and *Fi* = {*Fi*1, *Fi*2,…, } is the respective vector of variables *Fi*1 (s) attached to *Xi*.

Please see equation 4.9 to understand equation 4.1.10. From equation 4.1.10, it is easy to compute likelihood function *P*(*|F*1, *F*2,…, *Fn*) of evidence sample given *n* vectors *Fi* (s) with assumption that BN has *n* variables *Xi* (s) as follows:

(because evidence vectors *X*(*u*) (s) are mutually independent)

(due to Bayes’ rule specified in equation 1.1)

(applying multiplication rule specified by equation 1.3 into the numerator)

(because *Xi*(*u*) (s) are mutually independent given *Fi* (s) and each *Xi* depends only on *PAi* and *Fi*)

In brief, we have equation 4.1.11 for calculating likelihood function *P*(*|F*1, *F*2,…, *Fn*) of evidence sample given *n* vectors *Fi* (s).

|  |  |
| --- | --- |
|  | (4.1.11) |

The equation 4.1.11 is lemma 6.8 proved by similar way in (Neapolitan, 2003, pp. 338-339) to which I referred. It is necessary to calculate marginal probability *P*() of evidence sample , we have:

(due evidence vectors *X*(*u*) (s) are independent)

(due to total probability rule in continuous case, please see equation 1.5)

(Because *Xi*(*u*) (s) are mutually independent given *Fi* (s) and each *Xi* depends only on *PAi* and *Fi*. Moreover, all *Fi* (s) are mutually independent)

In brief, we have following equation which is theorem 6.11 in (Neapolitan, 2003, p. 343) for determining marginal probability *P*() of evidence sample as product of expectations of binomial trials.

There is the question “how to determine in equation above” and so we have equation 4.1.12 for calculating both this expectation and *P*() by referring to equation 4.15 when all *Fij* are independent, as follows:

|  |  |
| --- | --- |
|  | (4.1.12) |

Where *Nij=aij+bij* and *Mij=sij+tij*. When both likelihood function *P*(*|F*1, *F*2,…, *Fn*) and marginal probability *P*() for evidences are determined, it is easy to update the probability of *Xi*. That is the main subject of parameter learning.

**Computing posterior density function and updated probability in multi-node BN**

Now, we need to compute posterior density function *β*(*Fij|*) and updated probability *P*(*Xi=*1*|PAij*, ) for each variable *Xi* in BN. In fact, we have:

(due to Bayes’ rule specified in equation 1.1)

(Due to total probability rule in continuous case, specified by equation 1.5. Note that *Fi* = {*Fi*1, *Fi*2,…, })

(due to equation 4.1.11)

(applying equation 4.1.12 into denominator)

(applying definition of beta density function specified by equation 4.12 into numerator and applying equation 4.1.12 into denominator, note that *Nij* = *aij* + *bij* and *Mij* = *sij* + *tij*)

(due to definition of beta density function specified in equation 4.12)

In brief, we have equation 4.1.13 for calculating posterior beta density function *β*(*Fij|*).

|  |  |
| --- | --- |
|  | (4.1.13) |

Note that equation 4.1.13 is an extension of equation 4.1.3 in case of multi-node BN. Equation 4.1.13 is corollary 6.7 proved by similar way in (Neapolitan, 2003, p. 347) to which I referred. Applying equations 4.1.9 and 4.1.13, it is easy to calculate updated probability *P*(*Xi=*1*|PAij*, ) of variable *Xi* given its parent instance *PAij* as follows:

|  |  |
| --- | --- |
|  | (4.1.14) |

Where *Nij=aij+bij* and *Mij=sij+tij*. It is easy to recognize that equation 4.1.14 is an extension of equation 4.1.4 in case of multi-node BN. Hence, *Fij* is estimated by equation 4.1.14 under squared-error loss function with binomial sampling and prior beta distribution. In general, in case of binomial distribution, if we have the real/trust BN embedded in the expanded augmented network like figure 4.1.3 and each parameter node *Fij* has a prior beta distribution *β*(*Fij*; *aij*, *bij*) and each hypothesis node *Xi* has the prior conditional probability *P*(*Xi=*1*|PAij*) = *E*(*Fij*) = , the parameter learning process based on a set of evidences is to calculate posterior density function *β*(*Fij|*) and updated conditional probability *P*(*Xi=*1*|PAij*,). Indeed, we have *β*(*Fij|*) = *beta*(*Fij*; *aij+sij*, *bij+tij*) and *P*(*Xi=*1*|PAij*,) = *E*(*Fij|*) = .

**Example 4.1.2.** For illustrating parameter learning based on beta density function, suppose we have a set of 5 evidences *=*{*X*(1)*, X*(2)*, X*(3)*, X*(4)*, X*(5)} owing to network in figure 4.1.3. Evidence sample (evidence matrix) is shown in table 4.1.1 (Neapolitan, 2003, p. 358).

|  |  |  |
| --- | --- | --- |
|  | *X*1 | *X*2 |
| ***X*(1)** | *X*1(1) = 1 | *X*2(1) = 1 |
| ***X*(2)** | *X*1(2) = 1 | *X*2(2) = 1 |
| ***X*(3)** | *X*1(3) = 1 | *X*2(3) = 1 |
| ***X*(4)** | *X*1(4) = 1 | *X*2(4) = 0 |
| ***X*(5)** | *X*1(5) = 0 | *X*2(5) = 0 |

**Table 4.1.1.** Evidence sample corresponding to 5 trials (sample of size 5)

In order to interpret evidence sample in table 4.1.1, for instance, the first evidence (vector) implies that variable *X*2=1 given *X*1=1 occurs in the first trial. We need to compute all posterior density functions *β*(*F*11|), *β*(*F*21|), *β*(*F*22|) and all updated conditional probabilities *P*(*X*1=1*|*), *P*(*X*2=1*|X*1=1,), *P*(*X*2=1*|X*1=0,) from prior density functions *β*(*F*11; 1,1), *β*(*F*21; 1,1), *β*(*F*22; 1,1). As usual, letcounter *sij* (*tij*) be the number of evidences among 5 trials such that variable *Xi* = 1 and *PAij* = 1 (*PAij* = 0), the following table 4.1.2 shows counters *sij*, *tij* (s) and posterior density functions calculated based on these counters; please see equation 4.1.13 for more details about updating posterior density functions. For instance, the number of rows (evidences) in table 4.1.1 such that *X*2=1 given *X*1=1 is 3, which causes *s*21 = 3 in table 4.1.2.

|  |  |
| --- | --- |
| *s*11=1+1+1+1+0=4 | *t*11=0+0+0+0+1=1 |
| *s*21=1+1+1+0+0=3 | *t*21=0+0+0+0+1=1 |
| *s*22=0+0+0+0+0=0 | *t*21=0+0+0+0+1=1 |
| *β*(*F*11|) = *β*(*F*11; *a*11+*s*11, *b*11+*t*11)*= β*(*F*11; 1+4, 1+1)*= β*(*F*11; 5, 2)  *β*(*F*21|) = *β*(*F*21; *a*21+*s*21, *b*21+*t*21)*= β*(*F*21; 1+3, 1+1)*= β*(*F*11; 4, 2)  *β*(*F*22|) = *β*(*F*22; *a*22+*s*22, *b*22+*t*22)*= β*(*F*22; 1+0, 1+1)*= β*(*F*11; 1, 2) | |

**Table 4.1.2.** Posterior density functions calculated based on count numbers *sij* and *tij*

When posterior density functions are determined, it is easy to compute updated conditional probabilities *P*(*X*1=1*|*), *P*(*X*2=1|*X*1=1,),and *P*(*X*2=1|*X*1=0,) as conditional expectations of *F*11, *F*21, and *F*22, respectively according to equation 4.1.14. Table 4.1.3 expresses such updated conditional probabilities.

|  |
| --- |
|  |

**Table 4.1.3.** Updated CPTs of *X*1 and *X*2

Note that inverted probabilities in CPTs such as *P*(*X*1=0*|*), *P*(*X*2=0*|X*1=1,) and *P*(*X*2=0*|X*1=0,) are not mentioned because *Xi* (s) are binary variables and so, *P*(*X*1=0*|*) = 1 – *P*(*X*1=1*|*) = 2/7, *P*(*X*2=0*|X*1=1,) = 1 – *P*(*X*2=1*|X*1=1,) = 1/3 and *P*(*X*2=0*|X*1=0,) = 1 – *P*(*X*2=1*|X*1=0,) = 2/3.

Now BN in figure 4.1.3 is updated based on evidence sample and it is converted into the evolved BN with full of CPTs shown in figure 4.1.5■
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**Figure 4.1.5.** Updated version of BN (a) and binomial augmented BN (b)

It is easy to perform parameter learning by counting numbers *sij* and *tij* among sample according to expectation of beta density function as in equation 4.1.4 and 4.1.14 but a problem occurs when data in sample is missing. This problem is solved by expectation maximization (EM) algorithm mentioned in next sub-section 4.2.

The quality of parameter learning depends on how to specifies *aij* and *bij* in prior. We often set *aij* = *bij* so that original probabilities *P*(*Xi*) = 0.5 and hence updated probabilities *P*(*Xi* | ) are computed faithfully from sample. However, the number *Nij* = *aij* + *bij* also affects the quality of parameter learning. Hence, if a so-called equivalent sample size is satisfied, the quality of parameter learning is faithful. Another goal (Neapolitan, 2003, p. 351) of equivalent sample size is that updated parameters *aij* and *bij* based on sample will keep conditional independences entailed by the DAG.

According to definition 6.13 in (Neapolitan, 2003, p. 351), suppose there is a binomial augmented BN and its parameters in full *β*(*Fij*; *aij*, *bij*), for all *i* and *j*, if there exists the number *N* such that satisfying equation 4.1.15 then, the binomial augmented BN is called to have *equivalent sample size N*.

|  |  |
| --- | --- |
|  | (4.1.15) |

Where *P*(*PAij*) is probability of the *jth* parent instance of an *Xi* and it is conventional that if *Xi* has no parent then, *P*(*PAi*1)=1. The binomial augmented BN in figure 4.1.3 does not have prior equivalent sample size. If it is revised with *β*(*F*11; 2, 2), *β*(*F*21; 1,1), and *β*(*F*22; 1,1) then it has equivalent sample size 4 due to:

4 = *a*11 + *b*11 = 1\*4 = 4 (*P*(*PA*11)=1 because *X*1 has no parent)

2 = *a*21 + *b*21 = *P*(*X*1=1) \*4 = ½\*4 = 2

2 = *a*22 + *b*22 = *P*(*X*1=0) \*4 = ½\*4 = 2

If a binomial augmented BN has equivalent sample size *N* then, for each node *Xi*, we have:

Where *qi* is the number instances of parents of *Xi*. If *Xi* has no parent then, *qi*=1.

According to theorem 6.13 in (Neapolitan, 2003, p. 353), suppose there is a binomial augmented BN and its parameters in full *β*(*Fij*; *aij*, *bij*), for all *i* and *j*, if there exists the number *N* such that satisfying equation 4.1.16 then, the binomial augmented BN has equivalent sample size *N* and the embedded BN has uniform joint probability distribution.

|  |  |
| --- | --- |
|  | (4.1.16) |

Where *qi* is the number instances of parents of *Xi*. If *Xi* has no parent then, *qi*=1. It is easy to prove this theorem, we have:

According to theorem 6.14 in (Neapolitan, 2003, p. 353), suppose there is a binomial augmented BN and its parameters in full *β*(*Fij*; *aij*, *bij*), for all *i* and *j*, if there exists the number *N* such that satisfying equation 4.1.17 then, the binomial augmented BN has equivalent sample size *N*.

|  |  |
| --- | --- |
|  | (4.1.17) |

Where *qi* is the number instances of parents of *Xi*. If *Xi* has no parent then, *qi*=1. It is easy to prove this theorem, we have:

According to definition 6.14 in (Neapolitan, 2003, p. 354), two binomial augmented BNs: (*G*1, *F*(*G*1), *ρ*(*G*1)) and (*G*2, *F*(*G*2), *ρ*(*G*2)) are called *equivalent* (or *augmented* *equivalent*) if they satisfy following conditions:

1. *G*1 and *G*2 are Markov equivalent.
2. The probability distributions in their embedded BNs (*G*1, *P*1) and (*G*2, *P*2) are the same, *P*1 = *P*2.
3. Of course, *ρ*(*G*1) and *ρ*(*G*2) are beta distributions, *ρ*(*G*1) = *β*(*G*2) and *ρ*(*G*2) = *β*(*G*2).
4. They share the same equivalent size.

Note that we can make some mapping so that a node *Xi* in (*G*1, *F*(*G*1), *β*(*G*1)) is also node *Xi* in (*G*2, *F*(*G*2), *β*(*G*2)) and a parameter *Fi* in (*G*1, *F*(*G*1), *β*(*G*1)) is also parameter *Fi* in (*G*2, *F*(*G*2), *β*(*G*2)) if (*G*1, *F*(*G*1), *β*(*G*1)) and (*G*2, *F*(*G*2), *β*(*G*2)) are equivalent.

Given binomial sample and two binomial augmented BNs (*G*1, *F*(*G*1), *ρ*(*G*1)) and (*G*2, *F*(*G*2), *ρ*(*G*2)), according to lemma 6.12 in (Neapolitan, 2003, p. 354), if such two augmented BNs are equivalent then, we have:

|  |  |
| --- | --- |
|  | (4.1.18) |

Where *P*1( | *G*1) and *P*2( | *G*2) are probabilities of sample given parameters of *G*1 and *G*2, respectively. They are likelihood functions which are mentioned in equation 4.1.11.

Equation 4.1.18 specifies a so-called likelihood equivalence. In other words, if two augmented BNs are equivalent then, likelihood equivalence is obtained. Note, denotes parameter *Fij* in BN (*Gk*, *Pk*).

According to theorem 6.15 and corollary 6.8 in (Neapolitan, 2003, p. 355), given binomial sample and two binomial augmented BNs (*G*1, *F*(*G*1), *ρ*(*G*1)) and (*G*2, *F*(*G*2), *ρ*(*G*2)), if such two augmented BNs are equivalent then, two updated probabilities corresponding two embedded BNs (*G*1, *P*1) and (*G*2, *P*2) are equal as follows:

|  |  |
| --- | --- |
|  | (4.1.19) |

These update probabilities are specified by equation 4.1.14.

Note, denotes node *Xi* in *Gk* and hence, other notations are similar.

Because this report focuses on discrete BN, parameter *F* in augmented BN is assumed to conform beta distribution, which derives beautiful results in calculating updated probability. We should skim some other results related the fact that *F* follows some distribution so that the density function *ρ* in augmented BN (*G*, *F*(*G*), *ρ*(*G*)) is arbitrary. Equation 4.1.5 is still kept.

Global and local parameter independences (please see equations 4.1.7 and 4.1.8) are kept intact as follows:

|  |  |
| --- | --- |
|  | (4.1.20) |

From global and local parameter independences, *ρ*(*F*1, *F*2,…, *Fn*) is defined based on many *ρ*(*Fi*) which in turn is defined based on many *ρ*(*Fij*).

Probability *P*(*Xi*=1 | *PAij*) is still expectation of *Fij* (Neapolitan, 2003, p. 334) given prior density function *ρ*(*Fij*) with recall that 0 ≤ *Fij* ≤ 1.

|  |  |
| --- | --- |
|  | (4.1.21) |

Equation 4.1.21 is not as specific as equation 4.1.9 because *ρ* is arbitrary; please see the proof of equation 4.1.9 to know how to prove equation 4.1.21. Based on binomial trials and mutual independence, the probability of evidences corresponding to variable *Xi* over *m* trials is:

|  |  |
| --- | --- |
|  | (4.1.22) |

Equation 4.1.22 is not as specific as equation 4.1.10 because *ρ* is arbitrary. Likelihood function *P*(*|F*1, *F*2,…, *Fn*) is specified by equation 4.1.23.

|  |  |
| --- | --- |
|  | (4.1.23) |

Equation 4.1.23 is not as specific as equation 4.1.11 because *ρ* is arbitrary; please see the proof of equation 4.1.11 to know how to prove equation 4.1.23. Likelihood function *P*(*|Fi*) with regard to only parameter *Fi* is specified by equation 4.1.24.

|  |  |
| --- | --- |
|  | (4.1.24) |

Following is the proof of equation 4.1.24 (Neapolitan, 2003, p. 339).

(Due to law of total probability)

(Because evidences are mutually independent)

(Due to equation 4.1.23)

Marginal probability *P*() of evidence sample is:

|  |  |
| --- | --- |
|  | (4.1.25) |

Equation 4.1.25 is not as specific as equation 4.1.12 because *ρ* is arbitrary; please see the proof of equation 4.1.12 to know how to prove equation 4.1.25. Equation 4.1.26 specifies posterior density function *ρ*(*Fi* | ) with support of equations 4.1.24 and 4.1.25.

|  |  |
| --- | --- |
|  | (4.1.26) |

Posterior density function *ρ*(*Fij* | ) is determined based on posterior density function *ρ*(*Fi* | ) as follows:

|  |  |
| --- | --- |
|  | (4.1.27) |

Therefore, updated probability *P*(*Xi*=1 | *PAij*, ) is expectation of *Fij* given posterior density function *ρ*(*Fij* | ).

|  |  |
| --- | --- |
|  | (4.1.28) |

Note, equation 4.1.28 is like equation 4.1.21 except that prior density function *ρ*(*Fij*) is replaced by posterior density function *ρ*(*Fij* | ).

## 4.2. Parameter learning with binomial incomplete data

In practice there are some evidences in such as *X*(*u*) (s) which lack information and thus, it stimulates the question “How to update network from missing data”. We must address this problem by artificial intelligence techniques, namely, Expectation Maximization (EM) algorithm – a famous technique solving estimation of missing data. EM algorithm has two steps such as Expectation step (E-step) and Maximization step (M-step), which aims to improve parameters after a number of iterations; please read (Borman, 2004) for more details about EM algorithm. We will know thoroughly these steps by reviewing above example shown in table 4.1.1, in which there is the set of 5 evidences *=*{*X*(1)*, X*(2)*, X*(3)*, X*(4)*, X*(5)} along with network in figure 4.1.3 but the evidences *X*(2) and *X*(5) have not data yet. Table 4.2.1 shows such missing data (Neapolitan, 2003, p. 359).

|  |  |  |
| --- | --- | --- |
|  | *X*1 | *X*2 |
| ***X*(1)** | *X*1(1) = 1 | *X*2(1) = 1 |
| ***X*(2)** | *X*1(2) = 1 | *X*2(2) =***v*1?** |
| ***X*(3)** | *X*1(3) = 1 | *X*2(3) = 1 |
| ***X*(4)** | *X*1(4) = 1 | *X*2(4) = 0 |
| ***X*(5)** | *X*1(5) = 0 | *X*2(5) =***v*2?** |

**Table 4.2.1.** Evidence sample with missing data

**Example 4.2.1.** As known,count numbers *s*21, *t*21and *s*22, *t*22can’t be computed directly, it means that it is not able to compute directly posterior density functions *β*(*F*11|), *β*(*F*21|), and *β*(*F*22|). It is necessary to determine missing values *v*1 and *v*2. Because *v*1 and *v*2 are binary values (1 and 0), we calculate their occurrences. So, evidence *X*(2) is split into two *X*‘(2*)* (s) corresponding to two values 1 and 0 of *v*1. Similarly, evidence *X*(5) is split into two *X*‘(5*)* (s) corresponding to two values 1 and 0 of *v*2. Table 4.2.2 shows new split evidences for missing data.

|  |  |  |  |
| --- | --- | --- | --- |
|  | *X*1 | *X*2 | #Occurrences |
| ***X*(1)** | *X*1(1) = 1 | *X*2(1) = 1 | 1 |
| ***X*‘(2)** | *X*1’(2) = 1 | *X*2’(2) = 1 | #*n*11 |
| ***X*‘(2)** | *X*1’(2) = 1 | *X*2’(2) = 0 | #*n*10 |
| ***X*(3)** | *X*1(3) = 1 | *X*2(3) = 1 | 1 |
| ***X*(4)** | *X*1(4) = 1 | *X*2(4) = 0 | 1 |
| ***X*‘(5)** | *X*1’(5) = 0 | *X*2’(5) = 1 | #*n*21 |
| ***X*‘(5)** | *X*1’(5) = 0 | *X*2’(5) = 0 | #*n*20 |

**Table 4.2.2.** New split evidences for missing data

The number #*n*11 (#*n*10) of occurrences of *v*1=1(*v*1=0)is estimated by the probability of *X*2 = 1 given *X*1 = 1 (*X*2 = 0 given *X*1 = 1) with assumption that *a*21 = 1 and *b*21 = 1 as in figure 4.1.3.

Similarly, the number #*n*21 (#*n*20) of occurrences of *v*2=1(*v*2=0)is estimated by the probability of *X*2 = 1 given *X*1 = 0 (*X*2 = 0 given *X*1 = 0) with assumption that *a*22 = 1 and *b*22 = 1 as in figure 4.1.3.

When #*n*11, #*n*10, #*n*21, and #*n*20 are determined, missing data is filled fully and evidence sample is completed as in table 4.2.3.

|  |  |  |  |
| --- | --- | --- | --- |
|  | *X*1 | *X*2 | #Occurrences |
| ***X*(1)** | *X*1(1) = 1 | *X*2(1) = 1 | 1 |
| ***X*‘(2)** | *X*1’(2) = 1 | *X*2’(2) = 1 | 1/2 |
| ***X*‘(2)** | *X*1’(2) = 1 | *X*2’(2) = 0 | 1/2 |
| ***X*(3)** | *X*1(3) = 1 | *X*2(3) = 1 | 1 |
| ***X*(4)** | *X*1(4) = 1 | *X*2(4) = 0 | 1 |
| ***X*‘(5)** | *X*1’(5) = 0 | *X*2’(5) = 1 | 1/2 |
| ***X*‘(5)** | *X*1’(5) = 0 | *X*2’(5) = 0 | 1/2 |

**Table 4.2.3.** Complete evidence sample in E-step of EM algorithm

In general, the essence of this task – estimating missing values by *expectations* of *F*21 and *F*22 based on previous parameters *a*21, *b*21, *a*22, and *b*22 of beta density functions is E-step in EM algorithm. Of course, in E-step, when missing values are estimated, it is easy to determine counters *s*11, *t*11, *s*21, *t*21, *s*22, and *t*22. Recall that counters *s*11 and *t*11 are numbers of evidences such that *X*1 = 1 and *X*1 = 0, respectively. Counters *s*21 and *t*21 (*s*22 and *t*22) are numbers of evidences such that *X*2 = 1 and *X*2 = 0 given *X*1 = 1 (*X*2 = 1 and *X*2 = 0 given *X*1 = 0), respectively. In fact, these counters are ultimate results of E-step. From complete sample in table 4.2.3, we have table 4.2.4 showing such ultimate results of E-step:

|  |  |
| --- | --- |
|  |  |
|  |  |
|  |  |

**Table 4.2.4.** Counters *s*11, *t*11, *s*21, *t*21, *s*22, and *t*22 from estimated values (of missing values)

The next step of EM algorithm, M-step is responsible for updating posterior density functions *β*(*F*11|), *β*(*F*21|), and *β*(*F*22|), which leads to calculate updated probabilities *P*(*X*1=1*|*), *P*(*X*2=1*|X*1=1,),and *P*(*X*2=1*|X*1=0,), based on current counters *s*11, *t*11, *s*21, *t*21, *s*22, and *t*22 from complete evidence sample (table 4.2.3). Table 4.2.5 shows results of M-step which are posterior density functions *β*(*F*11|), *β*(*F*21|), and *β*(*F*22|) along with updated probabilities (updated CPT) such as *P*(*X*1=1*|*), *P*(*X*2=1*|X*1=1,),and *P*(*X*2=1*|X*1=0,).

|  |
| --- |
|  |

**Table 4.2.5.** Posterior density functions and updated probabilities in M-step of EM algorithm

Note that origin parameters such as *a*11=1, *b*11=1, *a*21=1, *b*21=1, *a*22=1, and *b*22=1 (see figure 4.1.3) are kept intact in the task of updating posterior density functions *β*(*F*11|), *β*(*F*21|), and *β*(*F*22|). For example, *β*(*F*11|) = *β*(*F*11; *a*11+*s*11,*b*11+*t*11) = *β*(*F*11; 1+4,1+1) = *β*(*F*11; 5,2). After the updating task, these parameters are changed into new values; concretely, *a*11=5, *b*11=2, *a*21=7/2, *b*21=5/2, *a*22=3/2, and *b*22=3/2. These parameters updated with new values, which are called as updated parameters, are in turn used for the new iteration of EM algorithm■

The process of such two steps (E-step and M-step) repeated more and more brings out the EM algorithm. In general, EM algorithm is the iterative algorithm having many iterations and each iteration has two steps: E-step and M-step. Given the *kth* iteration in EM algorithm whose two steps such as E-step and M-step are summarized as follows:

1. *E-step*. Missing values are estimated based on expectations of *Fij* with regard to previous ((*k–*1)*th*) parameters *aij* and *bij*. Current (*kth*) counters *sij* and *tij* are calculated with estimated values (of such missing values). Table 4.2.4 shows such current counters which are ultimate results of E-step.
2. *M-step*. Posterior density functions andupdated probabilities (CPT) are calculated based on current (*kth*) counters *sij* and *tij*. Of course, *aij* and *bij* are updated because they are parameters of (beta) density functions. Table 4.2.5 shows results of M-step. Terminating algorithm if stop condition becomes true, otherwise, reiterating step 1. The stop condition may be “posterior density functions andupdated probabilities are not changed significantly”, “the number of iterations approaches *k times*”or “there is no missing value”.

After *kth* iteration, the limit

will approach a certain limit. Note, the upper script (*k*) denotes the *kth* iteration. Don’t worry about the case of infinite iterations, we will obtain optimal probability *P*(*Xi=*1*|PAij*,) = if *k* is large enough. This limit is noted similarly as equation 6.17 in (Neapolitan, 2003, p. 361). EM algorithm for learning parameters in BN is also mentioned particularly in (Neapolitan, 2003, pp. 359-363).

**Example 4.2.2.** Go backing the example of missing data, the results of EM algorithm at the first iteration are summarized from table 4.2.5, as follows:

When compared with the origin probabilities

There is significant change in these probabilities if the maximum deviation is pre-defined 0.05. It is easy for us to verify this assertion, concretely, |0.71 – 0.5| = 0.21 > 0.05. So it is necessary to run the EM algorithm at the second iteration.

At the second iteration, the E-step starts calculating the number #*n*11 (#*n*10) of occurrences of *v*1=1(*v*1=0)andthe number #*n*21 (#*n*20) of occurrences of *v*2=1(*v*2=0) again:

When #*n*11, #*n*10, #*n*21, and #*n*20 are determined, missing data is filled fully and evidence sample is completed as follows:

|  |  |  |  |
| --- | --- | --- | --- |
|  | *X*1 | *X*2 | #Occurrences |
| ***X*(1)** | *X*1(1) = 1 | *X*2(1) = 1 | 1 |
| ***X*‘(2)** | *X*1’(2) = 1 | *X*2’(2) = 1 | 7/12 |
| ***X*‘(2)** | *X*1’(2) = 1 | *X*2’(2) = 0 | 5/12 |
| ***X*(3)** | *X*1(3) = 1 | *X*2(3) = 1 | 1 |
| ***X*(4)** | *X*1(4) = 1 | *X*2(4) = 0 | 1 |
| ***X*‘(5)** | *X*1’(5) = 0 | *X*2’(5) = 1 | 1/2 |
| ***X*‘(5)** | *X*1’(5) = 0 | *X*2’(5) = 0 | 1/2 |

Recall that counters *s*11 and *t*11 are numbers of evidences such that *X*1 = 1 and *X*1 = 0, respectively. Counters *s*21 and *t*21 (*s*22 and *t*22) are numbers of evidences such that *X*2 = 1 and *X*2 = 0 given *X*1 = 1 (*X*2 = 1 and *X*2 = 0 given *X*1 = 0), respectively. These counters which are ultimate results of E-step are calculated as follows:

|  |  |
| --- | --- |
|  |  |
|  |  |
|  |  |

Posterior density functions *β*(*F*11|), *β*(*F*21|), and *β*(*F*22|), updated probabilities *P*(*X*1=1*|*), *P*(*X*2=1*|X*1=1,),and *P*(*X*2=1*|X*1=0,) are updated at M-step as follows:

When compared with the previous probabilities

There is no significant change in these probabilities if the maximum deviation is pre-defined 0.05. It is easy for us to verify this assertion, concretely, |0.75 – 0.71| = 0.04 < 0.05, |0.61 – 0.58| = 0.03 < 0.05, and |0.5 – 0.5| = 0 < 0.05. So the EM algorithm is stopped with note that we can execute more iterations for EM algorithm in order to receive more precise results that updated probabilities are stable . Consequently, the Bayesian network in figure 4.1.3 is converted into the evolutional version specified in figure 4.2.1■
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**Figure 4.2.1.** Updated version of BN (a) and binomial augmented BN (b) in case of missing data

In general, parameter learning is described thoroughly in this section. The next section mentions structure learning.

## 4.3. Parameter learning with multinomial complete data

Now each node *X* in BN is multinomial random variable whose possible values are 1, 2,…, *r*. Node *X* here is general case of discrete variable. As usual, *F* = Θ = (*f*1, *f*2,…, *fr*) is augmented variable associated with *X*, in which *fk* is parameter corresponding to *X*=*k*. Let *F* conform Dirichlet distribution as follows:

|  |  |
| --- | --- |
|  | (4.3.1) |

Where,

Equation 4.3.1 is replication of equation 4.22, which is Dirichlet density function. The augmented BN is still as a triple (*G*, *F*(*G*), Dir(*G*)) whereas the BN is denoted as a pair (*G*, *P*) which is still called embeddedBN of (*G*, *F*(*G*), Dir(*G*)). The probability *P*(*X* = *k*) which is parameter of BN is prior probability as follows:

|  |  |
| --- | --- |
|  | (4.3.2) |

Note, *P*(*X*=*k*) is CPT of *X*. Equation 4.3.2 is replication of equation 4.24. We also denote the vector of all evidences as  *=* (*X*(1), *X*(2),…, *X*(*m*)) which is also called the sample of size *m*. Suppose is multinomial sample, we need to compute posterior density function Dir(*F|*) and updated probability *P*(*X=k*|). Following equations 4.26 and 4.27, we have:

|  |  |
| --- | --- |
|  | (4.3.3) |
|  | (4.3.4) |

From equation 4.3.4, *P*(*X*=*k*|) representing updated CPT of *X* is an estimate of *fk* under squared-error loss function. Equation 4.3.4 is corollary 7.1 in (Neapolitan, 2003, p. 383). Please pay attention to equations 4.3.3 and 4.3.4 because they are used to calculate posterior density function Dir(*F|*) and updated probability (updated CPT) *P*(*X=k*|) of BN having one multinomial node.

Now we expand (augmented) BN with more than one hypothesis node. If *Xi* has a set of *pi* parent nodes and each parent node *Xk* has *rk* possible values (1, 2,…, *rk*), we add a set of parameter variables {*Fi*1, *Fi*2,…, } which, in turn, correspond to instances of parentnodes of *Xi*,namely{*PAi*1, *PAi*2, *PAi*3,…,} where each *PAij* is an instance of a parent node of *Xi*. For convenience, each *PAij* is called a parent instance of *Xi* and we let *PAi=*{*PAi*1, *PAi*2, *PAi*3,…,} be the vector or collection of parent instances of *Xi*. We also let *Fi*={*Fi*1, *Fi*2,…, } be the respective vector or collection of augmented variables *Fi*1 (s) attached to *Xi*. It is conventional that each *Xi* has *qi* parent instances ; in other words, *qi* denotes the size of *PAi* and the size of *Fi*. We have equation 4.3.5 for connecting CPT of variable *Xi* with Dirichlet density function of augmented variable *Fi*.

|  |  |
| --- | --- |
|  | (4.3.5) |

Note, every node *Xi* has *ri* possible values (1, 2,…, *ri*). Equation 4.3.5 is an extension of equation 4.1.5 for multi-node BN with Dirichlet density function.

The Dirichlet density function for each *Fij* is specified in equation 4.3.6 as follows:

|  |  |
| --- | --- |
|  | (4.3.6) |

Where,

Equation 4.3.6 is replication of equation 4.22. Variables *Fij* (s) attached to the same *Xi* have no parent and are mutually independent, so, it is very easy to compute the joint Dirichlet density function Dir(*Fi*1, *Fi*2,…, ) with regard to node *Xi* as follows:

|  |  |
| --- | --- |
|  | (4.3.7) |

Besides the local parameter independence expressed in equation 4.3.7, we have global parameter independence if reviewing all variables *Xi* (s) with note that all respective *Fij* (s) over entire augmented BN are mutually independent. Equation 4.3.8 expresses the global parameter independence of all *Fij* (s).

|  |  |
| --- | --- |
|  | (4.3.8) |

Concepts “local parameter independence” and “global parameter independence” are defined in (Neapolitan, 2003, p. 333).

In trust BN, the conditional probability of variable *Xi* with respect to its parent instance *PAij*, in other words, the *ijth* conditional distribution is expected value of *Fij* as below:

|  |  |
| --- | --- |
|  | (4.3.9) |

Equation 4.3.9 is extension of equation 4.1.9 and the proof of equation 4.3.9 is like the proof of equation 4.1.9.

Given multinomial sample  *=* (*X*(1), *X*(2),…, *X*(*m*)), equation 4.3.10 is used for calculating probability of evidences corresponding to variable *Xi* over *m* trials as follows:

|  |  |
| --- | --- |
|  | (4.3.10) |

Where,

* Number *qi* is the number of parent instances of *Xi*.
* Counter *sijk*, respective to *Fij*, is the number of all evidences among *m* trials such that variable *Xi* = *k* given *PAij*.
* *PAi=*{*PAi*1, *PAi*2, *PAi*3,…,} is the vector of parent instances of *Xi* and *Fi* = {*Fi*1, *Fi*2,…, } is the respective vector of variables *Fi*1 (s) attached to *Xi*.

Equation 4.3.10 is extension of equation 4.1.10. From equation 4.3.10, we have equation 4.3.11 for calculating likelihood function *P*(*|F*1, *F*2,…, *Fn*) of evidence sample given *n* vectors *Fi* (s).

|  |  |
| --- | --- |
|  | (4.3.11) |

Please review equation 4.1.11 to know how to derive equation 4.3.11 because equation 4.3.11 is extension of equation 4.1.11. By extending equation 4.1.12, we get equation 4.3.12 to calculate marginal probability *P*().

|  |  |
| --- | --- |
|  | (4.3.12) |

Where,

Please make comparison among equations 4.1.12, 4.25, and 4.3.12 in order to comprehend that they share the same meaning. The proof of equation 4.3.12 is like the proof of equation 4.1.12.

Now, we need to compute posterior density function Dir(*Fij|*) and updated probability *P*(*Xi=k|PAij*, ) for each variable *Xi* in multi-node BN. By extending equation 4.1.13, we get equation 4.3.13 to calculate posterior density function Dir(*Fij|*).

|  |  |
| --- | --- |
|  | (4.3.13) |

Equation 4.3.13 is also replication of equation 4.26. The proof of equation 4.3.13 is like the proof of equation 4.1.13.

By extending equation 4.1.14, we get equation 4.3.14 to calculate updated probability *P*(*Xi=*1*|PAij*, ).

|  |  |
| --- | --- |
|  | (4.3.14) |

Equation 4.3.14 is also replication of equation 4.27. Please pay attention to equations 4.3.13 and 4.1.14 because they are main equations to determine posterior density function Dir(*Fij|*) and updated probability *P*(*Xi=k|PAij*, ) for each variable *Xi* in multi-node BN.

# 5. Structure learning

As discussed in section 2, DAGs which have the same set of nodes are Markov equivalent if and only if they have same d-separations. From lemma 2.6 and theorem 2.4 in (Neapolitan, 2003, pp. 86-87), Neapolitan (Neapolitan, 2003, p. 91) stated that Markov equivalence class can be represented with a graph that has the same links and the same uncoupled head-to-head meeting as the DAGs in the class. Markov equivalence divides all DAGs into disjoint Markov equivalence classes. According to (Neapolitan, 2003, p. 91), a DAG pattern is defined for a Markov equivalence class to be the graph that has the same links as the DAGs in the equivalence class and has oriented all and only the edges common to all DAGs in the equivalence class. According to theorem 2.6 in, if a joint probability distribution *P* is faithful to a DAG (admits a faithful DAG representation), there is a unique DAG pattern which is faithful to *P*. Therefore, although we cannot find out a unique DAG which is faithful to *P*, we can find out a unique DAG pattern which is faithful to *P*.

Let the pattern *gp* be a DAG pattern. Let *GP* be random variable whose values are patterns *gp*. The basic idea of structure learning is to find out the pattern *gp* that is faithful to *P*. There are two main learning structure approaches:

* *Score-based approach* (Neapolitan, 2003, pp. 441-476): For each pattern *gp GP*, the *gp* which gains the maximal scoring criterion *score*(*D*, *gp*) given training data set *D* is the best one. Because the essence of score-based approach is select the most likely structure based on the pre-defined *score*(*D*, *gp*), it is also called *model selection* approach (Neapolitan, 2003, p. 445).
* *Constraint-based approach* (Neapolitan, 2003, pp. 541-603): Given a set of conditional independences in the joint probability distribution, the best *gp* is the one for which Markov condition entails all and only these conditional independences. Such independences play the role of the “door latch” for learning algorithm. In other words, we try to find out the DAG that satisfies faithfulness condition (Neapolitan, 2003, p. 541).

## 5.1. Score-based approach

Given a set of random variables (nodes) *V* = {*X*1, *X*2,…, *Xn*}, let (*G*, *P*) be possible BN where *P* is joint probability distribution and *G =* (*V*, *E*) is a DAG. Suppose (*G*, *P*) satisfies Markov condition and *P* is product of conditional probabilities (CPTs) of nodes give their parent according to theorem 1.5 in (Neapolitan, 2003, p. 37). Let (*G*, *F(G)*,*β*(*G*)) be the augmented BN with equivalent sample size *N* where *F*(*G*) represents augmented variables attached to nodes in *V* and *β*(*G*) represents beta distributions for augmented variables (see section 4). Recall that, (*G*, *F(G)*,*β*(*G*)) is called the augmented BN of (*G*, *P*) is called the embedded BN of (*G*, *F(G)*,*β*(*G*)). Let *GP* be random variable whose values are DAG patterns *gp*. A DAG pattern (a value) *gp* represents a Markov equivalence class of DAGs including *G*. Thus, each *gp* correspond with all equivalent augmented BNs (*G*, *F(G)*,*β*(*G*)) as well as all equivalent embedded BNs (*G*, *P*). When each CPT is calculated based on counter *sij* and *tij* with regard to augmented variables *Fij* according to equation 4.1.14, the joint probability distribution *P* is called relative frequency distribution. There are two so-called *score-based assumptions* for scored-based approach (Neapolitan, 2003, p. 442):

* Each relative frequency distribution *P* admits a faithful DAG representation. Exactly, *P* is faithful to its associated DAG pattern.
* After updating CPTs from multinomial sample according to equation 4.1.14 based on augmented BN, *P* is still faithful to its associated DAG pattern.

Given multinomial sampling with note that each *Xi* is multinomial variable in general, scored-based approach has four following steps (Neapolitan, 2003, pp. 443-445):

1. Suppose we have a number of DAG patterns, *gp*1, *gp*2,…, *gpK* known as values of the random variable *GP*. For each *gp* *GP*, we construct a multinomial augmented BN (*G*, *F(G)*,*β*(*G*)) such that the DAG *G* is represented by *gp*. Each *gp* is also considered an event. Of course, we have such *K* multinomial augmented BNs. Note, (*G*, *F(G)*,*β*(*G*)) as well as (*G*, *P*) are assumed to satisfy faithfulness condition according to the first score-based assumption.
2. Let *ri* be the number of possible values of variable *Xi*. Note, in simpler case that *Xi* is binary then, *ri* = 2. Let *qi* be the number of distinct instantiations of parents of *Xi*. For example, if *Xi* and its parents are binary and *Xi* have 1 parents then *qi* = 2. Let *aijk* be parameters of augmented variable *Fij* corresponding to the conditional probability of *Xi* given instantiation *j* of its parent. According to theorem 7.8 in (Neapolitan, 2003, p. 396), *aijk* for each *gp* is initialized by equation 5.1.1 so that the respective augmented BN has the same equivalent sample size *N* and its embedded BN has uniform joint probability distribution.

|  |  |
| --- | --- |
|  | (5.1.1) |

Note, *N* can be set arbitrarily.

1. Given *D=*{*X*(1)*, X*(2)*,…, X*(*M*)} is the multinomial sample size *M*, where *X*(*u*) is a trial. Note that *X*(*u*)*=*(*X*1(*u*), *X*2(*u*),…, *Xn*(*u*)) is a *n*-dimension vector which is a outcome (instantiation) of *n* variables *Xi*, *X*2,…, *Xn*. Each *Xi*(*u*) has the same space to *Xi*. Each DAG pattern *gp* is assigned a so-called scoring criterion *score*(*D*, *gp*). This score is the likelihood function of *gp* given training data set *D* (Neapolitan, 2003, p. 449).

|  |  |
| --- | --- |
|  | (5.1.2) |

Where Γ(.) is gamma function specified by equation 4.13.

1. Suppose maximizes *score*(*D*, *gp*) and then, a DAG which is represented by is selected as the resulted DAG. CPTs associated with nodes of are determined by values *Mij* and *sijk* based on Markov condition, according to equation 4.1.14. Please see section 4 for more details about parameter learning. The final joint probability distribution is product of these CPTs. As a result, the learned BN is determined with expectation that such satisfies faithfulness condition ( is faithful to ), based on two score-based assumptions.

Following is explanation of equation 5.1.2. The posterior probability of *gp* given data sample *D* is:

Where *P*(*gp*) is the prior probability and *P*(*D*|*gp*) is the likelihood function.

The best is the one that maximizes such posterior probability *P*(*gp* | *D*).

Because the marginal probability *P*(*D*) is constant with regard to *gp*, the best is now a maximizer of *P*(*D* | *gp*)*P*(*gp*).

In practice, the prior probability *P*(*gp*) is uniform due to equation 5.1.1 and so *P*(*gp*) is ignored. Hence, the best is a maximizer of the likelihood function *P*(*D* | *gp*).

The scoring criterion *score*(*D*, *gp*) is defined as such likelihood function *P*(*D* | *gp*).

The likelihood function *P*(*D*|*gp*) is the same for all Markov equivalent DAGs represented by *gp* given the same equivalent sample size because two equivalent augmented BNs have equal values of their likelihood functions according to lemma 6.12 in (Neapolitan, 2003, p. 354) and lemma 7.4 in (Neapolitan, 2003, p. 396).

In case of binary sampling, due to *ri*=2, equation 5.1.1 becomes:

|  |  |
| --- | --- |
|  | (5.1.3) |

In case of binary sampling, due to *ri*=2, equation 5.1.2 is degraded into equation 4.1.12.

|  |  |
| --- | --- |
|  | (5.1.4) |

For convenience, equations 5.1.3 and 5.1.4 are replication of equations 4.1.16 and 4.1.12, respectively.

**Example 5.1.1.** Suppose there are two binary variables *X*1, *X*2, we don’t know exactly their relationship but the binomial sample *D* is observed as seen in table 5.1.1 (Neapolitan, 2003, p. 446).

|  |  |
| --- | --- |
| *X*1 | *X*2 |
| 1 | 1 |
| 1 | 0 |
| 1 | 1 |
| 0 | 0 |
| 1 | 1 |
| 0 | 1 |
| 1 | 1 |
| 0 | 0 |

**Table 5.1.1.** Binomial sample for illustrating score-based approach

Let *gp*1 be the DAG pattern in which *X*1 is parent of *X*2; otherwise let *gp*2 be the DAG pattern in which *X*1 and *X*2 are mutually independent. Given equivalent sample size is *N* = 4, figure 5.1.1 shows such *gp*1 and *gp*2. Note, the DAG *X*1→*X*2 in figure 5.1.1 (a) is a member of Markov equivalence class represented by *gp*1 and so *gp*1 also represents another DAG *X*1←*X*2. Hence, *gp*1 represents no conditional independence whereas *gp*2 represents the conditional independence *IP*({*X*1}, {*X*2}) (Neapolitan, 2003, p. 443).
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**Figure 5.1.1.** Augmented Bayesian networks of *gp*1 in (a) and *gp*2 in (b)

For *gp*1, given equivalent sample size is *N* = 4, according to equation 5.1.3, we have *N*11(1) = 4, *N*21(1) = 2, *N*22(1) = 2, *a*11(1) = *b*11(1) = 2, *a*21(1) = *b*21(1) = 1, and *a*22(1) = *b*22(1) = 1. From table 5.1.1, there are 5 cases of *X*1 = 1 and 3 cases of *X*1 = 0; hence we have *M*11(1) = 8, *s*11(1) = 5 and *t*11(1) = 3. From table 5.1.1, given *X*1 = 1, there are 4 cases of *X*2 = 1 and 1 case of *X*2 = 0; hence we have *M*21(1) = 5, *s*21(1) = 4 and *t*21(1) = 1. From table 5.1.1, given *X*1 = 0, there are 1 case of *X*2 = 1 and 2 cases of *X*2 = 0; hence we have *M*22(1) = 3, *s*22(1) = 1 and *t*22(1) = 2. According to equation 5.1.4, the score of *gp*1 is (Neapolitan, 2003, p. 446):

Note, Γ(2) = Γ(1) = 1 and the gamma function Γ(*x*) degrades into factorial function (*x*–1)! when *x* is an integer. Hence, we have (Neapolitan, 2003, p. 446):

For *gp*2, given equivalent sample size is *N* = 4, according to equation 5.1.3, we have *N*11(2) = 4, *N*21(2) = 4, *N*22(2) = 4, *a*11(2) = *b*11(2) = 2, and *a*21(2) = *b*21(2) = 2. From table 5.1.1, there are 5 cases of *X*1 = 1 and 3 cases of *X*1 = 0; hence we have *M*11(2) = 8, *s*11(2) = 5 and *t*11(2) = 3. From table 5.1.1, there are 5 cases of *X*2 = 1 and 3 cases of *X*2 = 0; hence we have *M*21(2) = 8, *s*21(2) = 5 and *t*21(2) = 3. According to equation 5.1.4, the score of *gp*2 is (Neapolitan, 2003, p. 446):

Note, Γ(2) = Γ(1) = 1 and the gamma function Γ(*x*) degrades into factorial function (*x*–1)! when *x* is an integer. Hence, we have (Neapolitan, 2003, p. 446):

Because the *score*(*D*, *gp*1) is larger than the *score*(*D*, *gp*2), the DAG pattern *gp*1 is selected. Therefore the DAG *G*(1) shown in figure 5.1.1 (a), which is in Markov equivalence class represented by *gp*1 is the resulted DAG. So, the resulted (embedded) BN appropriate to the binomial sample shown in table 5.1.1 is (*G*(1), *P*(1)). According to equation 4.1.14, CPTs associated with *G*(1) are computed as follows (Neapolitan, 2003, p. 447):

The joint probability distribution *P*(1) is product of these CPTs. Figure 5.1.2 shows the resulted (*G*(1), *P*(1)) from the scored-based approach■

![](data:image/png;base64,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)

**Figure 5.1.2.** A resulted BN from scored-based approach

In example above we recognize that it is difficult to determine all DAGs. So the score-based approach becomes ineffective in case of many variables. The number of DAGs which is surveyed to compute scoring criterion gets huge. It is impossible to do brute-force searching over DAG space. There are some heuristic algorithms to reduce whole DAG space to smaller space called candidate set of DAGs obeying some restriction, for example, the prior ordering of variables. Such heuristic algorithms are classified into *approximate learning* or approximate selection (Neapolitan, 2003, pp. 511-538). The global score *score*(*D*, *gp*) can defined as a product of local scores:
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Where *score*(*D,Xi,PAi*) is the local score of *Xi* given its parents *PAi* (Neapolitan, 2003, p. 512).
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Let ![](data:image/x-wmf;base64,183GmgAAAAAAAKACAAICCQAAAACzXgEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgAhIAAAAmBg8AGgD/////AAAQAAAAwP///67///9gAgAArgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3XBFmiAQAAAAtAQAACAAAADIKzAAvAgEAAAApeQgAAAAyCswA8QABAAAAKHkcAAAA+wKg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3XBFmiAQAAAAtAQEABAAAAPABAAAIAAAAMgr0APIBAQAAAGl5HAAAAPsCYP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuADCp83c5qfN3IDD1d1wRZogEAAAALQEAAAQAAADwAQEACAAAADIKzAA7AQIAAABQQRwAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAwqfN3OanzdyAw9XdcEWaIBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABOwABAAAAcUEKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCIXBFmiAAACgAhAIoBAAAAAAAAAABc8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)be the number of distinct instantiations of parents of *Xi*.

A well-known heuristic algorithm belonging to approximate learning is K2 algorithm. The K2 algorithm tries to find out the pattern DAG *gp* whose each variable *Xi* maximizes local score *score*(*D,Xi,PAi*) instead of discovering all DAGs. It means that K2 algorithm finds out optimal parents *PAi* of each *Xi*. Note that it expects that the global score will be approached by maximizing each partial local score. K2 algorithm has following steps:

1. Suppose there is an ordering (*X1, X2,…, Xn*). There is no backward edge, for example, the edge *Xi←Xj* (if exist) where *i < j* is invalid. Let *Pre*(*Xi*) be the set of previous nodes of *Xi* in ordering. Let *PAi* is parents of *Xi*. K2’s mission is to find out *PAi* for every *Xi*. Firstly, each *PAi* (s) is set to be empty and each local *score*(*D,Xi,PAi*) is initialized with such empty *PA*i.
2. Each *Xi* is visited according to the ordering. When *Xi* is visited, which node in *Pre*(*Xi*) that maximizes the local *score*(*D,Xi,PAi*) is added to *PAi*.
3. Algorithm terminates when no node is added to *PAi*.

## 5.2. Constraint-based approach

Given (G, P) let *INDP* be a set of conditional independences. *INDP* is considered as the set of constraints. Constraint-based approach tries to find out the DAG that satisfies *INDP* based on theory of *d*-separation. In other words the set of *d*-separations of the best DAG pattern are the same as *INDP*.

**Example 4.2**: Suppose we have *V* = {*X, Y, Z*} and *INDP* = {*I*(*X,Y*)}. Because *X* and *Z* isn’t *d*-separated from any set, there must be a link between *X* and *Z*. In similar, there is must be a link between *Y* and *Z*. We have:

Because *X–Z–Y* is uncoupled chain and there is a *d*-separation *I*(*X,Y*), the chain *X–Z–Y* should be converged.

If the number of variables is large we need effective algorithms. The simple algorithm includes two steps:

1. Firstly, the structure of DAG is drafted as “skeleton”. If there is no conditional independence relating to *Xi* and *Xj* then the link between them is created. So skeleton is the undirected graph which contains variables (nodes) and links.
2. The second step is to determine direction of links by applying four following rules in sequence rule 1, rule 2, rule 3, rule 4:

* *Rule 1*: If the uncoupled chain *X–Z–Y* exists and *Z* isn’t in any set that d-separate *X* from *Y* then this chain is assumed convergent: *X→Z←Y*
* *Rule 2*: If the uncoupled chain *X→Z–Y* exists (having an edge *X→Z*) then this chain is assumed serial path: *X→Z→Y*.
* *Rule 3*: If the edge *X→Y* caused a directed cycle at a position in network then it is reversed: *X←Y*. This rule is applied to remove directed cycles so that the expected BN is a DAG.
* *Rule 4*: If all rules 1, 2, 3 are consumed the all remaining links have arbitrary direction.

**Example 4.3**: Suppose we have *V* = {*X, Y, Z, T*} and *INDP* = {*I*(*X,Y*), *I*(*X,T*), *I*(*Y,T*)}. Because there is no conditional independence between X and Y, between Z and T, the “skeleton” is drafted as below:

Applying *rule 1*: Because the uncoupled chain *X–Z–Y* exists and *Z* isn’t in any set that d-separate *X* from *Y*, this chain is assumed convergent: *X→Z←Y*

Applying *rule 2*: Because the uncoupled chain *X→Z–T* exists, we have the assumed serial path: *X→Z→T.*

# 6. Applications

(Ongoing…)

# 7. Conclusions

Three significant domains of Bayesian network (BN) are inference mechanism, parameter learning and structure learning. The first domain tells the usability of BN and the others indicates how to build up BN. The ideology of BN is to apply a mathematical inference tool (namely Bayesian rule) into a graph with expectation of extending and enhancing ability of such tool so as to solve realistic problems, especially diagnosis domain.

However, in the process of developing BN, there are many problems involving in real number (continuous case) and nodes dependence. This report focuses on discrete case when the probability of each node is discrete CPT, not continuous PDF. The first-order Markov condition has important role in BN study when there is an assumption “nodes are dependent on only their direct parents”. If the first-order Markov condition isn’t satisfied, many inference and learning algorithms go wrong. I think that BN will get more potential and enjoyable if first-order (Markov) condition is replaced by *n-*order condition.

Moreover, the parameter and structure learning become difficult when training data is missing (not complete). Missing data problem is introduced in section 3 but its detail goes beyond this report. I hope that I have a chance to research it.

Finally, BN discussed here is “static” BN because the temporal relationships among nodes aren’t concerned. The “static” BN is represented at only one time point. Otherwise dynamic Bayesian network (DBN) aims to model the temporal relationships among nodes. The process of inference is concerned in time series; in some realistic case this is necessary. However, the cost of inference and learning in DBN is much higher than BN because the size of DBN gets huge for long-time process. Because of the limitation of this report, the algorithm that keeps the size of DBN intact (not changed) isn’t introduced here. In general, the essence of such algorithm is to take advantage of both Markov condition and knowledge (inference) accumulation. Due to the complexity of DBN, we should consider choosing which one (BN or DBN) to apply into concrete domain. It depends on what your domain is and what your purpose is.

# References

Borman, S. (2004). *The Expectation Maximization Algorithm - A short tutorial.* University of Notre Dame, Department of Electrical Engineering. South Bend, Indiana: Sean Borman's Home Page.

Fenton, N. E., Noguchi, T., & Neil, M. (2019, January 10). An Extension to the Noisy-OR Function to Resolve the ‘Explaining Away’ Deficiency for Practical Bayesian Network Problems. (X. Lin, Ed.) *IEEE Transactions on Knowledge and Data Engineering (TKDE), 31*(12), 2441 - 2445. doi:10.1109/TKDE.2019.2891680

Heckerman, D. (1995). *A Tutorial on Learning With Bayesian Networks.* Microsoft Corporation, Microsoft Research. Redmond: Microsoft Research. Retrieved from ftp://ftp.research.microsoft.com/pub/dtg/david/tutorial.ps

Montgomery, D. C., & Runger, G. C. (2003). *Applied Statistics and Probability for Engineers* (3rd Edition ed.). New York, NY, USA: John Wiley & Sons, Inc.

Murphy, K. P. (1998). *A Brief Introduction to Graphical Models and Bayesian Networks.* Retrieved 2008, from Kevin P. Murphy's home page: http://www.cs.ubc.ca/~murphyk/Bayes/bnintro.html

Neapolitan, R. E. (2003). *Learning Bayesian Networks.* Upper Saddle River, New Jersey, USA: Prentice Hall.

Nguyen, L. (2014, April). *A User Modeling System for Adaptive Learning.* University of Science, Ho Chi Minh city, Vietnam. Abuja, Nigeria: Standard Research Journals. Retrieved from http://standresjournals.org/journals/SSRE/Abstract/2014/april/Loc.html

Pearl, J. (1986, September). Fusion, propagation, and structuring in belief networks. *Artificial Intelligence, 29*(3), 241-288. doi:10.1016/0004-3702(86)90072-X

Rosen, K. H. (2012). *Discrete Mathematics and Its Applications* (7nd Edition ed.). (M. Lange, Ed.) McGraw-Hill Companies.

Shachter, R. D., D'Ambrosio, B., & Del Favero, B. A. (1990). Symbolic Probabilistic Inference in Belief Networks. In H. Shrobe (Ed.), *The Eighth National Conference on Artificial Intelligence (AAAI-90).* *90*, pp. 126-131. Boston: The Association for the Advancement of Artificial Intelligence. Retrieved from http://www.aaai.org/Papers/AAAI/1990/AAAI90-019.pdf

Walpole, R. E., Myers, R. H., Myers, S. L., & Ye, K. (2012). *Probability & Statistics for Engineers & Scientists* (9th ed.). (D. Lynch, Ed.) Boston, Massachusetts, USA: Pearson Education, Inc.

Wikipedia. (2006). *Bayesian inference*. (Wikimedia Foundation) Retrieved 2007, from Wikipedia website: http://en.wikipedia.org/wiki/Bayesian\_inference

Wikipedia. (2014, October 29). *Sample (statistics)*. (Wikimedia Foundation) Retrieved October 31, 2014, from Wikipedia website: http://en.wikipedia.org/wiki/Sample\_(statistics)

Wikipedia. (2014, October 10). *Set (mathematics)*. (A. Rubin, Editor, & Wikimedia Foundation) Retrieved October 11, 2014, from Wikipedia website: http://en.wikipedia.org/wiki/Set\_(mathematics)

Wikipedia. (2017, March 2). *Maximum a posteriori estimation*. (Wikimedia Foundation) Retrieved April 15, 2017, from Wikipedia website: https://en.wikipedia.org/wiki/Maximum\_a\_posteriori\_estimation

Wikipedia. (2018, January 15). *Conjugate prior*. (Wikimedia Foundation) Retrieved February 15, 2018, from Wikipedia website: https://en.wikipedia.org/wiki/Conjugate\_prior

Zhu, W. (2018). *Bayesian Inference for the Normal Distribution.* Stony Brook University, Department of Applied Mathematics and Statistics. New York: Stony Brook University. Retrieved October 21, 2019, from http://www.ams.sunysb.edu/~zhu/ams570/Bayesian\_Normal.pdf