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# 系统环境

**![C:\Users\ADMINI~1\AppData\Local\Temp\WeChat Files\360017035155642800.png](data:image/png;base64,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)**

**环境**

操作系统版本：SUSE Linux Enterprise Server 11 (x86\_64) SP3

主机名：

192.168.0.10 node1

192.168.0.11 node2

192.168.0.12 node3

192.168.0.13 node4

软件路径：/data/install

Hadoop集群路径：/data

JAVA\_HOME路径：/usr/jdk1.8.0\_66

**版本**

|  |  |  |
| --- | --- | --- |
| 组件名 | 版本 | 说明 |
| JRE | jdk-8u66-linux-x64.tar.gz |  |
| zookeeper | zookeeper-3.4.6.tar.gz |  |
| Hadoop | hadoop-2.7.3.tar.gz | 主程序包 |
| spark | spark-2.0.2-bin-hadoop2.7.tgz |  |
| hbase | hbase-1.2.5-bin.tar.gz |  |

# 常用命令

## 查看系统版本：

linux-n4ga:~ # uname –a #内核版本

Linux node1 3.0.76-0.11-default #1 SMP Fri Jun 14 08:21:43 UTC 2013 (ccab990) x86\_64 x86\_64 x86\_64 GNU/Linux

linux-n4ga:~ # lsb\_release #发行版本

LSB Version: core-2.0-noarch:core-3.2-noarch:core-4.0-noarch:core-2.0-x86\_64:core-3.2-x86\_64:core-4.0-x86\_64:desktop-4.0-amd64:desktop-4.0-noarch:graphics-2.0-amd64:graphics-2.0-noarch:graphics-3.2-amd64:graphics-3.2-noarch:graphics-4.0-amd64:graphics-4.0-noarch

linux-n4ga:~ # cat /etc/SuSE-release #补丁版本

SUSE Linux Enterprise Server 11 (x86\_64)

VERSION = 11

PATCHLEVEL = 3

node1:~ # cat /etc/issue

Welcome to SUSE Linux Enterprise Server 11 SP3 (x86\_64) - Kernel \r (\l).

node1:~ #

## 启动集群

start-dfs.sh

start-yarn.sh

## 关闭集群

stop-yarn.sh

stop-dfs.sh

## 监控集群

hdfs dfsadmin -report

## 单个进程启动/关闭

hadoop-daemon.sh start|stop namenode|datanode| journalnode

yarn-daemon.sh start |stop resourcemanager|nodemanager

<http://blog.chinaunix.net/uid-25723371-id-4943894.html>

# 环境准备（所有服务器）

## 关闭防火墙并禁止开机自启动

linux-n4ga:~ # rcSuSEfirewall2 stop

Shutting down the Firewall done

linux-n4ga:~ # chkconfig SuSEfirewall2\_setup off

linux-n4ga:~ # chkconfig SuSEfirewall2\_init off

linux-n4ga:~ # chkconfig --list|grep fire

SuSEfirewall2\_init 0:off 1:off 2:off 3:off 4:off 5:off 6:off

SuSEfirewall2\_setup 0:off 1:off 2:off 3:off 4:off 5:off 6:off

## 设置主机名（其它类似）

linux-n4ga:~ # hostname node1

linux-n4ga:~ # vim /etc/HOSTNAME

node1.site

## ssh免密登陆

node1:~ # ssh-keygen -t dsa -P '' -f ~/.ssh/id\_dsa

node1:~ # cat ~/.ssh/id\_dsa.pub >> ~/.ssh/authorized\_keys

node1:~ # ll -d .ssh/

drwx------ 2 root root 4096 Jun 5 08:50 .ssh/

node1:~ # ll .ssh/

total 12

-rw-r--r-- 1 root root 599 Jun 5 08:50 authorized\_keys

-rw------- 1 root root 672 Jun 5 08:50 id\_dsa

-rw-r--r-- 1 root root 599 Jun 5 08:50 id\_dsa.pub

把其它服务器的~/.ssh/id\_dsa.pub内容也追加到node1服务器的~/.ssh/authorized\_keys文件中，然后分发

scp –rp ~/.ssh/authorized\_keys root@192.168.0.11: ~/.ssh/

scp –rp ~/.ssh/authorized\_keys root@192.168.0.12: ~/.ssh/

scp –rp ~/.ssh/authorized\_keys root@192.168.0.13: ~/.ssh/

## 修改hosts文件

node1:~ # vim /etc/hosts

… …

ff02::2 ipv6-allrouters

ff02::3 ipv6-allhosts

192.168.0.10 node1

192.168.0.11 node2

192.168.0.12 node3

192.168.0.13 node4

分发：

scp -rp /etc/hosts [root@192.168.0.11:/etc/](mailto:root@192.168.0.11:/etc/)

scp -rp /etc/hosts [root@192.168.0.12:/etc/](mailto:root@192.168.0.12:/etc/)

scp -rp /etc/hosts root@192.168.0.13:/etc/

## 修改文件句柄数

node1:~ # vim /etc/security/limits.conf

\* soft nofile 24000

\* hard nofile 65535

\* soft nproc 24000

\* hard nproc 65535

node1:~ # source /etc/security/limits.conf

node1:~ # ulimit -n

24000

## 时间同步

测试（举例）

node1 :~ # /usr/sbin/ntpdate 192.168.0.10

13 Jun 13:49:41 ntpdate[8370]: adjust time server 192.168.0.10 offset -0.007294 sec

添加定时任务

node1 :~ # crontab –e

\*/10 \* \* \* \* /usr/sbin/ntpdate 192.168.0.10 > /dev/null 2>&1;/sbin/hwclock -w

node1:~ # service cron restart

Shutting down CRON daemon done

Starting CRON daemon done

node1:~ # date

Tue Jun 13 05:32:49 CST 2017

node1:~ #

## 上传安装包到node1服务器

node1:~ # mkdir –pv /data/install

node1:~ # cd /data/install

node1:~ # pwd

/data/install

上传安装包到/data/install目录下

node1:/data/install # ll

total 671968

-rw-r--r-- 1 root root 214092195 Jun 5 05:40 hadoop-2.7.3.tar.gz

-rw-r--r-- 1 root root 104584366 Jun 5 05:40 hbase-1.2.5-bin.tar.gz

-rw-r--r-- 1 root root 181287376 Jun 5 05:47 jdk-8u66-linux-x64.tar.gz

-rw-r--r-- 1 root root 187426587 Jun 5 05:40 spark-2.0.2-bin-hadoop2.7.tgz

-rw-r--r-- 1 root root 187426587 Jun 5 05:40 zookeeper-3.4.6.tar.gz

## 安装JDK

node1:~ # cd /data/install

node1:/data/install # tar -zxvf jdk-8u66-linux-x64.tar.gz -C /usr/

配置环境变量

node1:/data/install #vim /etc/profile

export JAVA\_HOME=/usr/jdk1.8.0\_66

export HADOOP\_HOME=/data/hadoop-2.7.3

export HBASE\_HOME=/data/hbase-1.2.5

export SPARK\_HOME=/data/spark-2.0.2

export ZOOKEEPER\_HOME=/data/zookeeper-3.4.6

export PATH=$JAVA\_HOME/bin:$JAVA\_HOME/jre/bin:$PATH

export CLASSPATH=.:$JAVA\_HOME/lib:$JAVA\_HOME/jre/lib

export PATH=$ZOOKEEPER\_HOME/bin:$PATH

export PATH=$HBASE\_HOME/bin:$PATH

export PATH=$HADOOP\_HOME/bin:$HADOOP\_HOME/sbin:$PATH

export PATH=$SPARK\_HOME/bin:$PATH

node1:/opt # source /etc/profile

node1:~ # java –version #验证

java version "1.8.0\_66"

Java(TM) SE Runtime Environment (build 1.8.0\_66-b17)

Java HotSpot(TM) 64-Bit Server VM (build 25.66-b17, mixed mode)

node1:~ # echo $JAVA\_HOME

/usr/jdk1.8.0\_66

# 安装zookeeper

## 解压zookeeper

node1:~ # cd /data/install

node1:/data/install # tar -zxvf zookeeper-3.4.6.tar.gz -C /data/

## 配置zoo.cfg文件

node1:/data/install # cd /data/zookeeper-3.4.6/conf/ #进入conf目录

node1: /data/zookeeper-3.4.6/conf/ # cp zoo\_sample.cfg zoo.cfg #拷贝模板

node1: /data/zookeeper-3.4.6/conf/ # vi zoo.cfg

# The number of millinode2s of each tick

tickTime=2000

# The number of ticks that the initial

# synchronization phase can take

initLimit=10

# The number of ticks that can pass between

# sending a request and getting an acknowledgement

syncLimit=5

# the directory where the snapshot is stored.

# do not use /tmp for storage, /tmp here is just

# example sakes.

dataDir=/data/zookeeper-3.4.6/data

dataLogDir=/data/zookeeper-3.4.6/dataLog

# the port at which the clients will connect

clientPort=2181

# the maximum number of client connections.

# increase this if you need to handle more clients

#maxClientCnxns=60

#

# Be sure to read the maintenance section of the

# administrator guide before turning on autopurge.

#

# http://zookeeper.apache.org/doc/current/zookeeperAdmin.html#sc\_maintenance

#

# The number of snapshots to retain in dataDir

#autopurge.snapRetainCount=3

# Purge task interval in hours

# Set to "0" to disable auto purge feature

#autopurge.purgeInterval=1

server.1=node1:2888:3888

server.2=node2:2888:3888

server.3=node3:2888:3888

## 添加myid，分发(安装个数为奇数)

创建指定目录：dataDir目录下增加myid文件;myid中写当前zookeeper服务的id, 因为server.1=node1:2888:3888 server指定的是1,

node1: /data/zookeeper-3.4.6/conf/ # mkdir –pv /data/zookeeper-3.4.6/{data, dataLog}

node1: /data/zookeeper-3.4.6/conf/ # echo 1 > /data/zookeeper-3.4.6/data/myid

## 分发：

node1: /data/zookeeper-3.4.6/conf/ # scp -rp /data/zookeeper-3.4.6 root@192.168.0.11:/data

node1: /data/zookeeper-3.4.6/conf/ # scp -rp /data/zookeeper-3.4.6 root@192.168.0.12:/data

在其余机子配置，node2下面的myid是2，node3下面myid是3，这些都是根据server来的

node2: /data/zookeeper-3.4.6/conf/ # echo 2 > /data/zookeeper-3.4.6/data/myid

node3: /data/zookeeper-3.4.6/conf/ # echo 3> /data/zookeeper-3.4.6/data/myid

# 安装Hadoop

## 解压hadoop

node1:~ # cd /data/install

node1:/data/install # tar -zxvf hadoop-2.7.3.tar.gz -C /data/

## 配置hadoop-env.sh

node1:~ # vim /data/hadoop-2.7.3/etc/hadoop/hadoop-env.sh

export JAVA\_HOME=/usr/jdk1.8.0\_66

## 配置core-site.xml

node1:~ # vim /data/hadoop-2.7.3/etc/hadoop/core-site.xml

<?xml version="1.0" encoding="UTF-8"?>

<?xml-stylesheet type="text/xsl" href="configuration.xsl"?>

<configuration>

<!--Yarn 需要使用 fs.defaultFS 指定NameNode URI -->

    <property>

        <name>fs.defaultFS</name>

        <value>hdfs://mycluster</value>

</property>

<property>

<name>hadoop.tmp.dir</name>

<value>/data/hadoop-2.7.3/data/tmp</value>

</property>

<property>

<name>ha.zookeeper.quorum</name>

<value>node1:2181,node2:2181,node3:2181</value>

<discription>zookeeper客户端连接地址</discription>

</property>

<property>

<name>ha.zookeeper.session-timeout.ms</name>

<value>10000</value>

</property>

<property>

<name>fs.trash.interval</name>

<value>1440</value>

<discription>以分钟为单位的垃圾回收时间，垃圾站中数据超过此时间，会被删除。如果是0，垃圾回收机制关闭。</discription>

</property>

<property>

<name>fs.trash.checkpoint.interval</name>

<value>1440</value>

<discription>以分钟为单位的垃圾回收检查间隔。</discription>

</property>

</configuration>

## 配置yarn-site.xml

node1:~ # vim /data/hadoop-2.7.3/etc/hadoop/yarn-site.xml #

<?xml version="1.0"?>

<configuration>

<property>

<name>yarn.app.mapreduce.am.scheduler.connection.wait.interval-ms</name>

<value>5000</value>

<discription>schelduler失联等待连接时间</discription>

</property>

<property>

<name>yarn.nodemanager.aux-services</name>

<value>mapreduce\_shuffle</value>

<discription>NodeManager上运行的附属服务。需配置成mapreduce\_shuffle，才可运行MapReduce程序</discription>

</property>

<property>

<name>yarn.resourcemanager.ha.enabled</name>

<value>true</value>

<discription>是否启用RM HA，默认为false（不启用）</discription>

</property>

<property>

<name>yarn.resourcemanager.cluster-id</name>

<value>cluster1</value>

<discription>集群的Id，elector使用该值确保RM不会做为其它集群的active。</discription>

</property>

<property>

<name>yarn.resourcemanager.ha.rm-ids</name>

<value>rm1,rm2</value>

<discription>RMs的逻辑id列表,用逗号分隔,如:rm1,rm2 </discription>

</property>

<property>

<name>yarn.resourcemanager.hostname.rm1</name>

<value>node3</value>

<discription>RM的hostname</discription>

</property>

<property>

<name>yarn.resourcemanager.scheduler.address.rm1</name>

<value>${yarn.resourcemanager.hostname.rm1}:8030</value>

<discription>RM对AM暴露的地址,AM通过地址想RM申请资源,释放资源等</discription>

</property>

<property>

<name>yarn.resourcemanager.resource-tracker.address.rm1</name>

<value>${yarn.resourcemanager.hostname.rm1}:8031</value>

<discription>RM对NM暴露地址,NM通过该地址向RM汇报心跳,领取任务等</discription>

</property>

<property>

<name>yarn.resourcemanager.address.rm1</name>

<value>${yarn.resourcemanager.hostname.rm1}:8032</value>

<discription>RM对客户端暴露的地址,客户端通过该地址向RM提交应用程序等</discription>

</property>

<property>

<name>yarn.resourcemanager.admin.address.rm1</name>

<value>${yarn.resourcemanager.hostname.rm1}:8033</value>

<discription>RM对管理员暴露的地址.管理员通过该地址向RM发送管理命令等</discription>

</property>

<property>

<name>yarn.resourcemanager.webapp.address.rm1</name>

<value>${yarn.resourcemanager.hostname.rm1}:8088</value>

<discription>RM对外暴露的web http地址，用户可通过该地址在浏览器中查看集群信息</discription>

</property>

<property>

<name>yarn.resourcemanager.hostname.rm2</name>

<value>node4</value>

</property>

<property>

<name>yarn.resourcemanager.scheduler.address.rm2</name>

<value>${yarn.resourcemanager.hostname.rm2}:8030</value>

</property>

<property>

<name>yarn.resourcemanager.resource-tracker.address.rm2</name>

<value>${yarn.resourcemanager.hostname.rm2}:8031</value>

</property>

<property>

<name>yarn.resourcemanager.address.rm2</name>

<value>${yarn.resourcemanager.hostname.rm2}:8032</value>

</property>

<property>

<name>yarn.resourcemanager.admin.address.rm2</name>

<value>${yarn.resourcemanager.hostname.rm2}:8033</value>

</property>

<property>

<name>yarn.resourcemanager.webapp.address.rm2</name>

<value>${yarn.resourcemanager.hostname.rm2}:8088</value>

</property>

<property>

<name>yarn.resourcemanager.recovery.enabled</name>

<value>true</value>

<discription>默认值为false，也就是说resourcemanager挂了相应的正在运行的任务在rm恢复后不能重新启动</discription>

</property>

<property>

<name>yarn.resourcemanager.store.class</name>

<value>org.apache.hadoop.yarn.server.resourcemanager.recovery.ZKRMStateStore</value>

<discription>状态存储的类</discription>

</property>

<property>

<name>yarn.resourcemanager.zk-address</name>

<value>node1:2181,node2:2181,node3:2181</value>

</property>

<property>

<name>yarn.nodemanager.resource.memory-mb</name>

<value> 240000</value>

<discription>该节点上nodemanager可使用的物理内存总量</discription>

</property>

<property>

<name>yarn.nodemanager.resource.cpu-vcores</name>

<value>24</value>

<discription>该节点上nodemanager可使用的虚拟CPU个数</discription>

</property>

<property>

<name>yarn.scheduler.minimum-allocation-mb</name>

<value>1024</value>

<discription>单个任务可申请的最小物理内存量</discription>

</property>

<property>

<name>yarn.scheduler.maximum-allocation-mb</name>

<value>240000</value>

<discription>单个任务可申请的最大物理内存量</discription>

</property>

<property>

<name>yarn.scheduler.minimum-allocation-vcores</name>

<value>1</value>

<discription>单个任务可申请的最小虚拟CPU个数</discription>

</property>

<property>

<name>yarn.scheduler.maximum-allocation-vcores</name>

<value>24</value>

<discription>单个任务可申请的最大虚拟CPU个数</discription>

</property>

<property>

<name>yarn.nodemanager.vmem-pmem-ratio</name>

<value>4</value>

<discription>任务每使用1MB物理内存，最多可使用虚拟内存量，默认是2.1。</discription>

</property>

</configuration>

## 配置mapred-site.xml

node1:~ # cp /data/hadoop-2.7.3/etc/hadoop/mapred-site.xml{.template,}

node1:~ # vim /data/hadoop-2.7.3/etc/hadoop/mapred-site.xml

<?xml version="1.0"?>

<?xml-stylesheet type="text/xsl" href="configuration.xsl"?>

<configuration>

<property>

<name>mapreduce.framework.name</name>

<value>yarn</value>

</property>

</configuration>

## 配置hdfs-site.xml

node1:~ # vim /data/hadoop-2.7.3/etc/hadoop/hdfs-site.xml

<?xml version="1.0" encoding="UTF-8"?>

<?xml-stylesheet type="text/xsl" href="configuration.xsl"?>

<configuration>

<property>

<name>dfs.replication</name>

<value>2</value>

<description>保存副本数</description>

</property>

<property>

<name>dfs.nameservices</name>

<value>mycluster</value>

</property>

<property>

<name>dfs.ha.namenodes.mycluster</name>

<value>nn1,nn2</value>

</property>

<property>

<name>dfs.namenode.rpc-address.mycluster.nn1</name>

<value>node1:8020</value>

</property>

<property>

<name>dfs.namenode.rpc-address.mycluster.nn2</name>

<value>node2:8020</value>

</property>

<property>

<name>dfs.namenode.http-address.mycluster.nn1</name>

<value>node1:50070</value>

</property>

<property>

<name>dfs.namenode.http-address.mycluster.nn2</name>

<value>node2:50070</value>

</property>

<property>

<name>dfs.namenode.shared.edits.dir</name>

<value>qjournal://node1:8485;node2:8485;node3:8485/mycluster</value>

</property>

<property>

<name>dfs.client.failover.proxy.provider.mycluster</name>

<value>org.apache.hadoop.hdfs.server.namenode.ha.ConfiguredFailoverProxyProvider</value>

</property>

<property>

<name>dfs.ha.fencing.methods</name>

<value>sshfence</value>

</property>

<property>

<name>dfs.ha.fencing.ssh.private-key-files</name>

<value>/root/.ssh/id\_dsa</value>

</property>

<property>

<name>dfs.journalnode.edits.dir</name>

<value>/data/ hadoop-2.7.3/data/journal</value>

</property>

<property>

<name>dfs.permissions.superusergroup</name>

<value>root</value>

<description>超级用户组名</description>

</property>

<property>

<name>dfs.ha.automatic-failover.enabled</name>

<value>true</value>

<description>开启自动故障转移</description>

</property>

</configuration>

新建相应目录

node1:~ # mkdir -pv /data/ hadoop-2.7.3/data/{journal,tmp}

## 配置capacity-scheduler.xml

<configuration>

<property>

<name>yarn.scheduler.capacity.maximum-applications</name>

<value>10000</value>

<description>

Maximum number of applications that can be pending and running.

</description>

</property>

<property>

<name>yarn.scheduler.capacity.maximum-am-resource-percent</name>

<value>0.1</value>

<description>

Maximum percent of resources in the cluster which can be used to run

application masters i.e. controls number of concurrent running

applications.

</description>

</property>

<property>

<name>yarn.scheduler.capacity.resource-calculator</name>

<value>org.apache.hadoop.yarn.util.resource.DominantResourceCalculator</value>

<description>

The ResourceCalculator implementation to be used to compare

Resources in the scheduler.

The default i.e. DefaultResourceCalculator only uses Memory while

DominantResourceCalculator uses dominant-resource to compare

multi-dimensional resources such as Memory, CPU etc.

</description>

</property>

<property>

<name>yarn.scheduler.capacity.root.queues</name>

<value>default</value>

<description>

The queues at the this level (root is the root queue).

</description>

</property>

<property>

<name>yarn.scheduler.capacity.root.default.capacity</name>

<value>100</value>

<description>Default queue target capacity.</description>

</property>

<property>

<name>yarn.scheduler.capacity.root.default.user-limit-factor</name>

<value>1</value>

<description>

Default queue user limit a percentage from 0.0 to 1.0.

</description>

</property>

<property>

<name>yarn.scheduler.capacity.root.default.maximum-capacity</name>

<value>100</value>

<description>

The maximum capacity of the default queue.

</description>

</property>

<property>

<name>yarn.scheduler.capacity.root.default.state</name>

<value>RUNNING</value>

<description>

The state of the default queue. State can be one of RUNNING or STOPPED.

</description>

</property>

<property>

<name>yarn.scheduler.capacity.root.default.acl\_submit\_applications</name>

<value>\*</value>

<description>

The ACL of who can submit jobs to the default queue.

</description>

</property>

<property>

<name>yarn.scheduler.capacity.root.default.acl\_administer\_queue</name>

<value>\*</value>

<description>

The ACL of who can administer jobs on the default queue.

</description>

</property>

<property>

<name>yarn.scheduler.capacity.node-locality-delay</name>

<value>40</value>

<description>

Number of missed scheduling opportunities after which the CapacityScheduler

attempts to schedule rack-local containers.

Typically this should be set to number of nodes in the cluster, By default is setting

approximately number of nodes in one rack which is 40.

</description>

</property>

<property>

<name>yarn.scheduler.capacity.queue-mappings</name>

<value></value>

<description>

A list of mappings that will be used to assign jobs to queues

The syntax for this list is [u|g]:[name]:[queue\_name][,next mapping]\*

Typically this list will be used to map users to queues,

for example, u:%user:%user maps all users to queues with the same name

as the user.

</description>

</property>

<property>

<name>yarn.scheduler.capacity.queue-mappings-override.enable</name>

<value>false</value>

<description>

If a queue mapping is present, will it override the value specified

by the user? This can be used by administrators to place jobs in queues

that are different than the one specified by the user.

The default is false.

</description>

</property>

</configuration>

## 配置slaves

node1:~ # vim /data/hadoop-2.7.3/etc/hadoop/

node1

node2

node3

node4

## 修改$HADOOP\_HOME/sbin/hadoop-daemon.sh

node1: /data/hadoop-2.7.3 # cd /data/hadoop-2.7.3/sbin/

#添加：

node1: /data/hadoop-2.7.3/sbin # HADOOP\_PID\_DIR=/data/hdfs/pids

## 修改$HADOOP\_HOME/sbin/yarn-daemon.sh

#添加：

node1: /data/hadoop-2.7.3/sbin # HADOOP\_PID\_DIR=/data/hdfs/pids

## 分发

node1: /data/hadoop-2.7.3/etc/hadoop/ # scp -rp /data/hadoop-2.7.3 root@192.168.0.11:/data

node1: /data/hadoop-2.7.3/etc/hadoop/ # scp -rp /data/hadoop-2.7.3 root@192.168.0.12:/data

node1: /data/hadoop-2.7.3/etc/hadoop/ # scp -rp /data/hadoop-2.7.3 root@192.168.0.13:/data

# 安装hbase

## 解压hbase

node1:/data # cd /data/install

node1:/data/install # tar -zxvf hbase-1.2.5-bin.tar.gz -C /data

## 修改$HBASE\_HOME/conf/hbase-env.sh,添加

node1:/data # cd /data/hbase-1.2.5/conf

node1: /data/hbase-1.2.5 # vim hbase-env.sh

export HBASE\_HOME=/data/hbase-1.2.5

export JAVA\_HOME=/usr/jdk1.8.0\_66

export LD\_LIBRARY\_PATH=$LD\_LIBRARY\_PATH:$HADOOP\_HOME/lib/native/

export HBASE\_LIBRARY\_PATH=$HBASE\_LIBRARY\_PATH:$HBASE\_HOME/lib/native/

#设置到Hadoop的etc/hadoop目录是用来引导Hbase找到Hadoop,也就是说hbase和hadoop进行关联【必须设置,否则hmaster起不来】

export HBASE\_CLASSPATH=$HADOOP\_HOME/etc/hadoop

export HBASE\_MANAGES\_ZK=false #不启用hbase自带的zookeeper

export HBASE\_PID\_DIR=/data/hdfs/pids

export HBASE\_SSH\_OPTS="-o ConnectTimeout=1 -p 36928" #ssh端口；

## 修改regionservers文件

node1: /data/hbase-1.2.5 # vim regionservers

node1

node2

node3

node4

node1: /data/hbase-1.2.5 #

## 修改hbase-site.xml文件

node1:/data/hbase-1.2.5/conf # vim hbase-site.xml

<configuration>

<property>

<name>hbase.rootdir</name>

<value>hdfs://mycluster/hbase</value>

</property>

<property>

     <name>hbase.zookeeper.quorum</name>

     <value>node1,node2,node3</value>

</property>

<property>

     <name>hbase.zookeeper.property.clientPort</name>

     <value>2181</value>

   </property>

</configuration>

## 分发

node1: /data/hbase-1.2.5/conf # scp -rp /data/hbase-1.2.5 root@192.168.0.11:/data

node1: /data/hbase-1.2.5/conf # scp -rp /data/hbase-1.2.5 root@192.168.0.12:/data

node1: /data/hbase-1.2.5/conf # scp -rp /data/hbase-1.2.5 root@192.168.0.13:/data

# 安装spark

## 解压spark

node1:/data #cd /data/install

node1:/data/install # tar -zxvf spark-2.0.2-bin-hadoop2.7.tgz -C /data

## 修改文件名：spark-2.0.2

node1:/data # mv spark-2.0.2-bin-hadoop2.7 spark-2.0.2

## 配置spark-env.sh

node1:/data #cd /data/spark-2.0.2/conf/

node1: /data/spark-2.0.2/conf/ #cp spark-env.sh.template spark-env.sh

node1: /data/spark-2.0.2/conf/ #vim spark-env.sh

#添加：

export JAVA\_HOME=/usr/jdk1.8.0\_66

export SPARK\_PID\_DIR=/data/ spark-2.0.2/conf/pids

#设置内存

export SPARK\_WORKER\_MEMORY=240g

export HADOOP\_CONF\_DIR=$HADOOP\_HOME/etc/hadoop

export LD\_LIBRARY\_PATH=$HADOOP\_HOME/lib/native

export SPARK\_MASTER\_PORT=7077

export SPARK\_WORKER\_INSTANCES=1

export SPARK\_HISTORY\_OPTS="-Dspark.history.ui.port=18080 -Dspark.history.retainedApplications=3 -Dspark.history.fs.logDirectory=hdfs://mycluster/directory"

# 限制程序申请资源最大核数

export SPARK\_MASTER\_OPTS="-Dspark.deploy.defaultCores=12"

export SPARK\_SSH\_OPTS="-p 36928 -o StrictHostKeyChecking=no $SPARK\_SSH\_OPTS"

export SPARK\_HISTORY\_OPTS="-Dspark.history.ui.port=18080 -Dspark.history.retainedApplications=3 -Dspark.history.fs.logDirectory=hdfs://mycluster/directory"

#内存小于32G，配下面的

export SPARK\_JAVA\_OPTS="-XX:+UseCompressedOops -XX:+UseCompressedStrings $SPARK\_JAVA\_OPTS"

## 配置spark-defaults.conf

node1:/data #cd /data/spark-2.0.2/conf/

node1: /data/spark-2.0.2/conf/ #cp spark-defaults.conf.template spark-defaults.conf

node1: /data/spark-2.0.2/conf/ #vi spark-defaults.conf

#添加

spark.serializer org.apache.spark.serializer.KryoSerializer

spark.eventLog.enabled true

spark.eventLog.dir hdfs://mycluster/directory

spark.local.dir /data/spark-2.0.2/sparktmp

## 配置slaves

node1:/data #cd /data/spark-2.0.2/conf/

node1: /data/spark-2.0.2/conf/ #mv slaves.template slaves

node1: /data/spark-2.0.2/conf/ # vim slaves

node1

node2

node3

node4

node1: /data/spark-2.0.2/conf/ #

## 分发

node1: /data/spark-2.0.2/conf/ # scp -rp /data/spark-2.0.2 root@192.168.0.11:/data

node1: /data/spark-2.0.2/conf/ # scp -rp /data/spark-2.0.2 root@192.168.0.12:/data

node1: /data/spark-2.0.2/conf/ # scp -rp /data/spark-2.0.2 root@192.168.0.13:/data

# 启动过程

## 同时开启所有zookeeper节点

node1:/data #cd /data/zookeeper-3.4.6/bin

node1: /data/zookeeper-3.4.6/bin #zkServer.sh start

node2: /data/zookeeper-3.4.6/bin #zkServer.sh start

node3: /data/zookeeper-3.4.6/bin #zkServer.sh start

## 启动所有journalnode节点

node1:/data #cd /data/hadoop-2.7.3

node1:/data/hadoop-2.7.3 #sbin/hadoop-daemon.sh start journalnode

node2:/data/hadoop-2.7.3 #sbin/hadoop-daemon.sh start journalnode

node3:/data/hadoop-2.7.3 #sbin/hadoop-daemon.sh start journalnode

## 格式化namenode目录(主节点node1)

node1:/data #cd /data/hadoop-2.7.3

node1:/data/hadoop-2.7.3 #./bin/hdfs namenode -format

## 启动当前格式化的namenode进程(主节点node1)

node1:/data/hadoop-2.7.3 #./sbin/hadoop-daemon.sh start namenode

## 在没有格式化的NN上 执行同步命令(副节点node2)

node2:/data/hadoop-2.7.3 #./bin/hdfs namenode -bootstrapStandby

## 启动hdfs

node1:/data/hadoop-2.7.3 #./sbin/hadoop-daemon.sh start namenode

node1:/data/hadoop-2.7.3 #./sbin/start-dfs.sh

## 启动yarn：

node1:~ # $HADOOP\_HOME/sbin/start-yarn.sh

## 两台resourcemanager上启动resourcemanager

node3:~ # $HADOOP\_HOME/sbin/yarn-daemon.sh start resourcemanager

node4:~ # $HADOOP\_HOME/sbin/yarn-daemon.sh start resourcemanager

HDFS和yarn的web控制台默认监听端口分别为50070和8088。可以通过浏览放访问查看运行情况。

停止命令：

$HADOOP\_HOME/sbin/stop-dfs.sh

$HADOOP\_HOME/sbin/stop-yarn.sh

如果一切正常，使用jps可以查看到正在运行的Hadoop服务，在我机器上的显示结果为：

7312 Jps

1793 NameNode

2163 JournalNode

357 NodeManager

2696 QuorumPeerMain

14428 DFSZKFailoverController

1917 DataNode

## 启动hbase

node1:/data/hadoop-2.7.3 #cd /data/hbase-1.2.5/bin

node1:/data/hbase-1.2.5/bin #./start-hbase.sh

node1:/data/hbase-1.2.5/bin # jps

7312 Jps

8463 HMaster

1793 NameNode

2163 JournalNode

357 NodeManager

14632 HRegionServer

2696 QuorumPeerMain

14428 DFSZKFailoverController

1917 DataNode

Hbase web页面<http://node1:16010>

## 启动spark

node1: /data/hbase-1.2.5/bin #cd /data /spark-2.0.2/sbin

node1: /data /spark-2.0.2/sbin #./start-all.sh

node1: /data /spark-2.0.2/sbin #./start-history-server.sh

node1:/data/spark-2.0.2/sbin # jps

7312 Jps

8463 HMaster

1793 NameNode

2163 JournalNode

4901 Worker

357 NodeManager

14632 HRegionServer

2696 QuorumPeerMain

14428 DFSZKFailoverController

1917 DataNode

1722 Master

node1:/data/spark-2.0.2/sbin #

spark的master web页面访问 <http://node1:8080>

spark的app历史日志页面访问 <http://node1:18080>

## END