# 論文名

DCASE 2017 CHALLENGE SETUP: TASKS, DATASETS AND BASELINE SYSTEM

# 概要

DCASE 2017 Challengeは、音響シーンの分類、珍しい音響イベントの検出、実生活におけるオーディオのサウンドイベント検出、大規模な車音の監視イベント検出の4つのタスクで構成されています。このホワイトペーパーでは、タスク定義、データセット、実験セットアップ、および開発データセットのベースラインシステム結果について説明します。すべてのタスクのベースラインシステムは、多層パーセプトロンとログメルエネルギーを使用する同じ実装に依存しますが、出力レイヤーと意思決定プロセスの構造、タスク固有のメトリックを使用したシステム出力の評価法が異なります。

# 導入

音は、私たちの日常的な環境や物理的な出来事について多くの情報を持っています。人間は、繁華街、静かな公園、静かなオフィス環境や通過する車、鳥や人の足音などのシーン内の個々の音源を認識する、周囲の環境の一般的な特性を知覚することに非常に慣れています。この情報を自動的に抽出するための計算方法の開発はオーディオコンテンツに基づいたマルチメディア検索[1]、コンテキスト認識モバイルデバイス[2]、ロボットや自動車などのインテリジェントなアプリケーション音響情報を用いて活動を認識するシステム[3][4]などがあります。しかし、環境によって複数の音が存在し、同時に起こるような現実の音風景で、場面や個々の音源を確実に認識するためには、依然として多くの研究が必要です。

DCASE 2017 Challengeでは、これまでの成功を踏まえて、一般的に公開されているデータセットを使用してさまざまなアプローチを比較することで、計算シーンとイベント分析メソッドの開発をサポートしています。この分野への継続的な努力は、異なる発展のためのマイルストーンを設定し、さらなる参照のために現在の業績を固定します。課題は、音響シーンの分類、珍しい音響イベントの検出、実生活におけるオーディオのサウンドイベント検出、大規模な車音の監視イベント検出の4つのタスクで構成されています。

音響シーンの分類は環境音の分類における重要なトピックです。これは場所や状況の一般的な特性としての音響場面が、一般的な音響特性に基づいて他と区別できるという仮定が存在し、その仮定によって録音された環境を認識するものだとして定義されます。音響シーン分類はDCASE 2013 [5]とDCASE 2016 [6]でタスクとして提示されており、さまざまな方法でアプローチされています。そのために使用される特徴および分類器の一覧としては定番のメル周波数ケプストラム係数[2,8]や、音響イベントのヒストグラム[9]や時間-周波数表現から学習された勾配のヒストグラムなどのより特化した特徴を含むもの[10]や隠れマルコフモデル(HMM)、ガウスミクスチャーモデル(GMM)、サポートベクトルマシン(SVM)などの音響モデルがあり[7]に提示されています。さらに、深層学習を用いた手法の出現は目覚しいものであり、DCASE2016の提出されたシステムの多くは様々なタイプのDNNに基づいています[6]。

サウンドイベントの検出は、オーディオ内の個々の音認識として定義され、複数のサウンドクラスの場合もあります。また個別のサウンドイベントインスタンスの開始と終了の推定も含まれます。これは類似の音を単一のクラスとして表すことができると想定しているためであり、このクラスは認識可能にするために他のサウンドクラスとは十分に異なります。音響イベント検出のために最もよく使用される特徴はケプストラル係数または対数エネルギーであるメススケール表現であり、ここにはHMM [12]、非負行列分解（NMF）[15,16]、ランダムフォレスト[11]、およびDNNが含まれます。

現実のオーディオでのサウンドイベントの検出は、同じサウンドイベントクラスに属するサウンドの固有の音響変化、関わりのあるサウンドイベントと重なる他のサウンドなど、自動メソッドに多くの難点を与えます。いくつかの状況では目的音のみが鳴ることは非常にまれであり、誤検出を避けるために検出システムに付加的な負担を課してきます。 DCASE 2017では珍しい音響イベントの検出と実生活におけるオーディオのサウンドイベント検出という2つの別々のタスクによって、稀なサウンドイベントと高度に重複するサウンドに対応します。

録音された音は分単位のものがインターネット上で共有されます。これらの録音されたものは主にビデオであり、私たちが今までに見た中で最大のアーカイブスを構成しています。これらの音響コンテンツのほとんどはタグなしです。したがって、録音中のサウンドの自動認識はサウンドイベントの検出によって実現できます。しかし文献のほとんどとDCASEのこれまでの2回の結果では学習とテストのデータに厳密なラベル（正確なタイムスタンプを含む）が付いているため、音声のみの録音と管理された手法に焦点を当てています。このような注釈を収集高がWebビデオやサウンドクラスの数に比例することはほとんどありません。したがって我々は、弱いラベル（正確なタイムスタンプを含まない）で学習し、評価される準監督アプローチの必要性があると主張します。現在の文献は、非監督の[18,19,20]や半監督のアプローチ[21,22]、弱いラベルを用いた[23]を用いて潜在的可能性を示しています。このタスクの成功は、ビデオコンテンツ分析のための他の様式を補完するかもしれません。

本稿では、DCASE 2017 のタスクについて詳しく説明します。各タスクについて、タスク定義、データセットに関する情報、タスク設定とベースラインシステム、および開発データセットのベースライン結果を提供します。すべてのタスクのベースラインシステムは同じ実装に依存し、同じ機能と技術を使用します。入力データを処理してターゲット出力にマッピングする方法が異なります。これはアプリケーション固有であり、タスクに従って選択されているためです。

# セットアップ

DCASE2017は潜在的な参加者に4つのタスクを提供し、公に利用可能なデータセットと各タスクのベースラインシステムを提供しました。チャレンジの出力は、要件に応じてフォーマットされたシステム出力で構成されています。さらに参加者はコミュニティがすべての投稿を比較して理解できるように、システムの記述を含む詳細な技術レポートな提出する必要がありました。課題の締め切りは表1に示されており、データセットとベースラインシステムの一般的な構成は以下のセクションで詳細に説明されています。

表1:チャレンジの〆切

|  |  |
| --- | --- |
| 内容 | 期日 |
| 開発用データセット解禁 | 2017/03/21 |
| 評価用データセット解禁 | 2017/06/30 |
| 課題の提出 | 2017/07/31 |
| 結果の提出 | 2017/09/15 |
| ワークショップ | 2017/11/16,17 |

## 2.1データセット

チャレンジが開始されたときに、システム開発中に使用される事前に定義された学習とテストセット（クロスバリデーションフォールドフォーマットの一部のタスク）からなる開発データセットが各タスクに提供されました。また開発したシステムの評価のために、評価データセットと呼ばれる別個のデータセットを用意しました。開発データセットはオーディオデータと、タスク固有の形式に関連する注釈と、開発データセットのシステムパフォーマンスを報告するための実験的な設定で構成されています。主催者の提言は、サブミッションを直接比較できるように、提供された実験設定を使用することでした。データセットへのアクセスは、Webサイトを介して提供されました。

すべてのタスクに適用される一般的な規則として、参加者はシステム開発のために外部データを使用することを許可されておらず、異なるタスクのデータセットは外部データとみなされていました。しかし、提供された学習および開発データの操作は、外部データを使用せずに拡張するために許可されました(例えば、データ確率分布関数からのサンプリングや技法を使用してピッチシフトやタイムストレッチを行うなど)。

評価データセットは、チャレンジの提出締め切りの直前に、注釈のないオーディオのみとして提供されました。参加者はこのデータでシステムを実行し、評価のために主催者にシステム出力を提出する必要がありました。参加者は評価データを主観的に判断することも、注釈を付けることもできませんでした。提出されたシステムを訓練するために評価データセットを使用することも禁止されていました。評価データの参照表記は主催者のみが利用できたため、各タスクのメトリックに基づいて結果の評価を実施しました。

## 2.2ベースラインシステム

このシステムは、各タスクに対して基本的なアプローチから構成されています。その目的は、参加者がシステムを開発する際に比較ポイントを用意するためです。開発セットのベースラインシステムのパフォーマンスは、各タスクに提供されます。デフォルトのパラメータで実行すると、システムは必要なデータセットをダウンロードし、タスク固有の結果を出力します[24]。

実装は多層パーセプトロンアーキテクチャ（MLP）に基づいており、ログメルバンドエネルギーを音響特徴量として使用します。音響特徴量は周波数範囲0〜22050 Hzをカバーする40次元のメルバンドを使用して、40msのフレームで50％のオーバーラップで計算されています。特徴ベクトルは、5フレームの文脈を用いて構築され、200の特徴ベクトル長になります。MLPは50個の中間層を持つ2つの層からなり、20％の欠落が存在します。ネットワークは、グラディエントベースの最適化のためにAdamアルゴリズムを使用して訓練されます[25]。学習率0.001を用いて最大200回の学習を行い、100エポックと10エポックの耐久のあとに開始したモニタリングで早期停止基準を使用します。ネットワークの出力レイヤーはタスク固有であり対応するセクションで説明します。ネットワークは前述の機能を使用して訓練され、学習目標は実装されたタスクに従って提示されます。ベースラインシステムには各タスクの特定のメトリックを使用したシステム出力の評価も含まれます。

ベースラインシステムは機械学習用のKerasを使用してPythonを使用して実装されました。これにはデータセットの処理、機能とモデルの保存とアクセス、結果の評価に必要なすべての機能があり、関連するさまざまなステップの簡単な適応と変更が可能です。参加者には、与えられたベースラインシステムの上にシステムを構築することが許可され、奨励されました。

# タスク1：音響シーン分類

音響シーン分類の目的は図1に示すように、「公園」「家」「オフィス」など記録された環境を特徴付ける事前に定義されたクラスの中から1つを選びテストデータを分類することである。

このタスクに提供されるデータセットは、開発セットとしてのTUT Acoustic Sc​​enes 2016 [26]と新たに記録された評価セットの2つで構成されるTUT Acoustic Sc​​enes 2017です。主な違いは、このタスクでは長さ3〜5分の元の録音データが10秒の長さのセグメントに分割されており、セグメントは独立した個々のファイルで提供されました。より短いオーディオセグメントは、意思決定プロセスのためにシステムに与える情報が少なくなり、前のエディションよりタスクが難しくなります。この長さは人間と機械の認識の両方にとって困難であるとみなされていて、[2]の研究に基づくものです。データ記録および注釈手順の詳細な説明は[26]に記載されています。

バス、カフェ/レストラン、車、市内中心部、森林路、食料品店、家、湖畔の浜辺、図書館、地下鉄駅、オフィス、住宅街、電車、トラム、都市公園などでした。4つのフォールドを含むクロスバリデーションの設定が提供され、同じ録音データから得られたすべてのセグメントが学習アルゴリズムの片側に含まれ、トレーニングもしくはテストのいずれかに含まれるように、開発セット内の利用可能なオーディオ素材を分割しました。各クラスについて、開発セットには10​​秒のセグメントが312個含まれています。

このタスクではベースラインシステムをマルチクラスのシングルラベル分類設定に合わせて調整されており、ネットワーク出力層は15クラスを表すソフトマックスタイプのニューロンで構成されています。分類の決定はニューロンの出力に基づいており、ニューロンの出力は一度に1つしかアクティブに出来ません。フレームベースの決定は、過半数の投票を使用して結合され分類されたセグメントごとに単一のラベルを取得しました。システムの性能は、正確なシステム出力の数と出力の総数の比として定義される精度を使用して測定されました[27]。システムは提供された4つのクロスバリデーションを使用して訓練及びテストが行われ、開発セット上で73.8％の平均分類精度を得ました。クラスごとの精度を表2に示します。評価セットのシステム性能はカメラ対応バージョンに追加されます。チャレンジのために提出されたシステムの評価は分類精度を用いて行われます。

表2:ベースラインシステムにおけるクラスごとの精度

|  |  |
| --- | --- |
| 音響シーン | 精度[%] |
| ビーチ | 77.6 |
| バス | 83.7 |
| カフェ/レストラン | 55.1 |
| カー | 86.2 |
| 市内中心部 | 88.5 |
| 森林路 | 83.3 |
| 食料品店 | 63.1 |
| 家 | 74.5 |
| 図書館 | 60.6 |
| 地下鉄駅 | 88.5 |
| オフィス | 97.4 |
| 公園 | 64.4 |
| 住宅街 | 62.8 |
| 電車 | 38.1 |
| 路面電車 | 82.7 |
| 総計 | 73.8 |

# TASK2：珍しい音響イベントの検出

タスク2は図2に示すような珍しい音イベントの検出に焦点を当てたものです。 このタスクで使用されるオーディオ素材は人工的に作成された混合音で構成されており、様々なイベントとバックグラウンドの割合で多くの例を作成できます。ここで「まれ」とは半分の録音で最大で1回発生する目的の音響イベントを指します。 3つの目的の音響イベントのクラスついて、これらのイベントの一時的な発生を検出するための別個のシステムを開発します。

提供されたデータセットは、希少なサウンドイベントと背景音の混合音を生成するためのソースファイルと容易に生成された混合音のセット、そして混合音が作成されたいわゆるレシピによって構成されています。さらに追加の混合レシピとオーディオ混合音をさらに生成するソフトウェアパッケージが提供されました。

背景音の録音はTUT Acoustic Sc​​enes 2016開発データセット[26]に由来していますが、目的のクラスイベントと携帯電話からの干渉を含むセグメントは除きます。まれな音イベントは赤ちゃん叫び（106トレーニング、42テストインスタンス、平均持続時間2.25秒）、グラスの割れる音（96トレーニング、43テストインスタンス、平均持続時間1.16秒）、銃撃音（134トレーニング、53テスト、平均持続時間1.32秒）です。録音データはfreesound.orgからpython wrapper2でAPIを介してダウンロード出来ます。このデータセットの「ソース」部分では、これらの録音データは元の形式で提示され、別に分けたイベントの一時的な発生時の注釈が同梱してありました。

我々はfreesound.orgから取得した完全な長さの録音データから目的の音響イベントを分離しました。これは、実際のイベント、無音領域、および背景音のノイズから構成されます。まず高エネルギーと低エネルギーのフレームを分類するために学習済みのSVMを使用して、半教師付きセグメンテーション[28]を行いました。次いですべての録音データの分析フレームの確率値が上位10％および下位10％の加重平均として計算された閾値を用いてアクティブなセグメントを用意しました。そこで得られた各セグメントを注釈をつける人が聴き、関係無いイベントを含むセグメントを破棄しました（赤ちゃんの咳、レーザー銃などの非現実的な響きの銃撃音）。このスクリーニングの過程では、追加でイベントのタイミングの改善がイベントの前後の休止を排除する目的で100ms毎に実行され、境界に急激なジャンプは導入されませんでした。

混合音の生成順序は以下のようなパラメータを有します。訓練セットとテストセットの両方の各ターゲットクラスには500の混合音がありました。イベントの存在率は50%です（ターゲットイベントが存在する250個の混合音とバックグラウンドのみの250個の「混合音」の構成となっていました）。イベント対背景音比（EBR）は、-6、0および6dBの3種類でした。EBRはイベントの持続時間にわたって計算された平均RMSE値と、イベントが混じったバックグラウンドセグメントとの比としてそれぞれ定義された。バックグラウンドインスタンス、イベントインスタンス、混合音中のイベントタイミング、その存在フラグおよびEBR値は、すべてランダムかつ一様に選択されました。正確な混合音を生成するために必要なデータ（背景音およびサウンドイベントのファイル名、もし存在するならイベントのタイミングおよび振幅のスケーリング係数）は、レシピでコード化されています。レシピは無作為に生成されましたが、乱数発生器の種が固定されているため、再現性があります。

混合音は、レシピにしたがって背景音と対応する目的のイベントの信号を加算することによって生成され、より高いサンプリングレートの場合には合計する前に44100Hzにダウンサンプリングされます。得られた信号はグローバルな経験的係数として0.2でスケーリングされクリッピングを回避しながらダイナミクスを維持しました。その後、量子化ノイズの追加を避けるために、ファイルを24ビット形式で保存しました。

このデータセットにはソフトウェアパッケージが付属しています。データセットでデフォルトのパラメータを指定すると、このデータセットとまったく同じ混合レシピと混合音ファイルが生成されます。また、より大規模で困難な訓練データセットを得るためにパラメータを調整することも可能です。パラメータとして混合音の数、EBR値およびイベントの存在確率は調節可能です。

基礎となるソースデータの観点からトレーニングセットとテストセットに分けるために必要な情報が提供されました。DCASE 2016タスク1の設定の最初のフォールドに従って844個のトレーニングと277個のテストファイルを生成し、ロケーションIDの記録によって背景音の分割は行われました。サウンドイベントはfreesound.orgのユーザー名によって区分されています。目標イベントの例の比率は0.71：0.29に設定され、分離されたイベント数が同様の比率であるように分割行われました。その結果の固有のイベントカウントは次のようになります。

•赤ちゃん： 106training 42test;

•グラスの割れる音： 96training 43test;

•銃撃音： 134training 53test。

ベースラインシステムは共通の実装に従っており、次のような内容になっています。各ターゲットクラスに対して目的のクラスの活動を示し、シグモイド活性化を伴う1つの出力ニューロンを有するバイナリ分類器が存在します。ベースラインシステムの挙動は、開発データセット（トレーニングとテストセットからなる）を使用して、イベントベースのエラー率とイベントベースのF-スコアを指標として評価されます。両方のメトリックは[27]で定義されているように500 msの襟を使用し、サウンドイベントの開始のみを考慮して計算されます。ベースラインシステムの結果は表3に提示されています。評価データセットのシステムパフォーマンスは、カメラ対応バージョンに追加されます。このタスクの主な評価スコアは、イベントベースのエラー率であり、チャレンジのために提出されたシステムのランキングは3つのクラスにわたる平均イベントベースのエラー率を使用して行われます。

表3:タスク2のベースラインシステムの性能

|  |  |  |
| --- | --- | --- |
| イベントクラス | エラー率 | F-スコア[%] |
| 子供の泣き声 | 0.79 | 68.1 |
| グラスの割れる音 | 0.21 | 89.0 |
| 銃撃音 | 0.72 | 55.1 |
| 平均値 | 0.57 | 70.7 |

# TASK3：実生活におけるオーディオのサウンドイベント検出

タスク3では音源が孤立して聞こえることはほとんどないような、日々の生活と同様にマルチソース状態であるサウンドイベント検出システムのパフォーマンスを評価しました。いくつかのあらかじめ定義されたサウンドイベントクラスが選択され、システムはこれらのサウンドの存在を検出し、図３に示すようにテスト音のセグメントにラベルとタイムスタンプをラベル付けすることを意図しています。このタスクでは、学習中もテスト音のデータも、重複するサウンドイベントの数を各時間で制御することはできません。

このタスクに使用されるデータセットは、TUT音響シーン2017のサブセットであり、TUTサウンドイベント2017と呼ばれます。さまざまなレベルの交通音や他の活動音を伴う路上（市街地と居住地）の録音データから構成されています。音声の長さは3〜5分です。この路上の音響シーンは人間の活動や危険状況に関連する音のイベントを検出するために関わりのある環境を表すものとして選択されました。

[26]に記載されているアノテーションの手順に従って、各録音データの個々の音響イベントには、同じ人が音に対して自由に選びラベルを付けました。音源を特徴付けるために名詞が使用され、音の生成メカニズムを特徴付ける動詞が可能ならば名詞と動詞のペアとして使用されました。ラベルを付ける人は、すべての可聴音響イベントにイベントラベルを自由に付け、適切と思われる音の開始時間と終了時間を決定するよう指示されました。

目標の音響イベントクラスは、人間の存在および交通に関連する共通の音を表すように選択されました。タスクのために選択されたサウンドクラスは、ブレーキ音、車、子供、大型車、会話音、歩行音です。生のラベルマッピングが行われ、音源によって記述されたクラス、例えば「車の通過音」、「自動車の走行中のエンジン音」、「自動車のアイドリング」などの音を「車」に統合し、バスやトラックによるものは「大声車」、「子どもの叫び声」、「子どもの会話音」などが「子供」に分類されています。ラベル付けの過程に個々の主観が高いため、これらのマッピングされたクラスを使用して参照注釈の検証が行われました。 3人の人（ラベル付けした人を含まない）がこれらのクラスの1つに属していると言われた各オーディオセグメントを聴き、そのセグメント内に提示された音が存在するかの確認を取りました。少なくとも1人の人は認めたイベントインスタンスが保持され、元のイベントインスタンスの約10％が削除されました。

開発および評価データセットへのデータの分割は、各サウンドイベントクラスで使用可能なサンプルの量に基づいて行われました。録音時の異なるクラスに属するイベントインスタンスが不均等に分散するため、個々のクラスの分割はある程度しか制御できませんが、大部分のイベントは開発セットに含まれます。このデータセットで報告される結果を均一にするために、クロスバリデーションによる評価が提供されています。セットアップは、学習とテストサブセットを含む4つのフォールドで構成され、各レコーディングがテストデータとして1回だけ使用されるように作られています。クロスバリデーションフォールドを作成する際には、トレーニングサブセットでは使用できないクラスがテストサブセットには含まれていないという条件が課せられました。開発セット内の各イベントクラスのインスタンス数を表4に示します。評価セット統計はカメラ対応バージョンに追加されます。

ベースラインシステムは複数のクラスのマルチラベル分類に合わせて調整され、ネットワーク出力レイヤーは同時にアクティブになることができる信号ユニットを含んでいました。この複数の出力はオーバーラップするサウンドクラスのアクティビティを示すことができます。結果は1秒のセグメント長を使用して、セグメントベースのエラー率とメトリックとしてセグメントベースのF-スコアを使用して評価されます。4つのクロスバリデーションフォールドは1つの実験として扱われ、メトリックは個々のフォールディングやクラスの挙動を平均化するのではなく、すべてのフォールドでエラーカウント（置換、削除、置換）の累積によってメトリックが計算されます[27]。この計算法はクラスのバランスとエラータイプの影響を受けず、セグメント毎のサウンドインスタンスに等しい重みを与えます[29]。表5に示すように、提供されたクロスバリデーションを使用してシステムを学習させ、テストした結果、総合エラー率は0.69、全体Fスコアは56.7％でした。完全性のために、個々のクラスの結果が全体の結果に沿って示されています。評価データセットのシステムパフォーマンスは、カメラ対応バージョンに追加されます。このタスクの主な評価スコアは全体的なセグメントベースのエラー率であり、チャレンジのために提出されたシステムのランク付けも評価データセットで計算された同じメトリックを使用して行われます。

表4:タスク3の開発用セットにおけるクラスごとの総数

|  |  |
| --- | --- |
| イベントラベル | ラベル数 |
| ブレーキ音 | 52 |
| 車 | 304 |
| 子供 | 44 |
| 大型車両 | 61 |
| 歩行音 | 109 |
| 会話音 | 109 |
| 総計 | 659 |

表5:タスク3の結果(セグメントベース)

|  |  |  |
| --- | --- | --- |
| イベントクラス | エラー率 | F-スコア[%] |
| ブレーキ音 | 0.98 | 4.1 |
| 車 | 0.57 | 74.1 |
| 子供 | 1.35 | 0.0 |
| 大型車両 | 0.90 | 50.8 |
| 歩行音 | 1.25 | 18.5 |
| 会話音 | 0.84 | 55.6 |
| 全体値 | 0.69 | 56.7 |

# TASK4：大規模な車音の監視イベント検出

タスク4は、弱いラベルを付けされたオーディオ録音を使用してサウンドイベントの大規模な検出のためのシステムを評価するものです。音声は交通と警告のトピックに関するYouTubeの動画抜粋からのものです。トピックは業界の関連性とこの文脈でのオーディオの不足のために選ばれました。この結果は大規模なサウンドイベント検出の新しい根拠を定義し、自動運転車やスマートシティおよび関連分野における音響の利点を示すのに役立ちます。このタスクは10秒間のクリップ内のサウンドイベントを検出することで構成され、2つのサブタスクに分割されました。

•サブタスクA：タイムスタンプなし（同じスキャンタグ付き、図4）

•サブタスクB：タイムスタンプあり（タスク3と同様、図3）

タスクはオーディオセット [30]のサブセットを使用しました。オーディオセットは632のサウンドイベントクラスのオントロジーと、YouTubeのビデオから集められた200万人がラベルを付けた10秒間のサウンドクリップのコレクションで構成されています。オントロジーはイベントカテゴリの階層グラフとして指定されていて、人間や動物のさまざまな音、楽器や音楽ジャンル、一般的な日常的な環境音をカバーします。データセットを収集するためにGoogleは人間の注釈者と協力して、YouTubeの10秒クリップで聞いた音を聞き、分析し、確認しました。すべてのクラスのサンプルをすばやく蓄積するために、Googleは利用可能なYouTubeメタデータとコンテンツベースの検索を頼ってターゲットサウンドを含む可能性の高い候補の動画セグメントを探しました。 オーディオセットには10秒間のクリップ内の各サウンドクラスに正確な時間境界が設定されていないため、ラベルは弱いものとみなされています。また、1つのクリップは複数のサウンドイベントクラスに対応してもよいものとみなします。タスク4は警告音と車両音の2つのカテゴリに分けられた17のサウンドイベントのサブセットから成立しています。

•警告音：トラックの音、電車の音、車の警告音、ビープ音、救急車のサイレン、警察のサイレン、消防車のサイレン、民間警備車のサイレン、叫び声

•車両音：自転車、スケートボード、車、車の行き交う音、バス、トラック、オート

バイ、電車

どちらのサブタスクでも、データは2つの主な区切りで分けられました。開発用と評価用です。開発データはそれ自体が学習用とテスト用に分けられていました。トレーニングには51,172個のクリップがあり、クラスごとにアンバランスでサウンドイベントごとに少なくとも30個のクリップがありました。テストにも488個のクリップがあり、クラスごとに少なくとも30個のクリップがありました。10秒のクリップは複数のサウンドイベントクラスに対応している可能性があります。評価セットには1,103個のクリップがあり、サウンドイベントごとに少なくとも60個のクリップが含まれていました。このセットにはオーディオ内の特定のサウンドイベントが存在することを示す程度のラベルがありましたが、タイムスタンプの注釈はありませんでした。テストと評価のために、サブタスクBのパフォーマンス用の強いラベル（タイムスタンプ注釈）が提供されています。タスクのルールで他のデータセットなどの外部データを使用することは禁止されています。同じように残りのビデオサウンドトラック、ビデオフレーム、メタデータ（テキスト、ビュー、お気に入り）など、10秒クリップが抽出されたビデオの他の要素を使用することもできませんでした。さらに参加者は、オーディオセットや外部データを間接的に使用する埋め込み機能を使用することも禁止されていまし。システムの学習には弱いラベルと強ラベル（タイムスタンプ）の注釈だけが使用することを許されていました。

2つのサブタスクの評価は異なっていました。タイムスタンプなしのサウンドイベント検出（音響タグ付き）のためにF-score（精度とリコール）を使用し、提示されたシステムのランキングはFスコアに基づくものです。タイムスタンプを使用したサウンドイベント検出ではセグメントベースのエラー率[27]とFスコアが使用され、ここでは提出されたシステムのランキングが1秒セグメントベースのエラー率に基づいていました。

ベースラインシステムはコードの元を他のタスクと共有し、同時にアクティブにすることができるシグモイドユニットを含むネットワーク出力レイヤーに基づいて検出を行います。ベースラインには結果の評価も含まれ、表6に示されています。ベースラインシステムはトレーニングセットを使用して学習され、テストセットを使用してテストされました。評価セットの詳細とシステム性能は、カメラ対応バージョンに追加されます。

表6:Task4のサブタスクA,Bのベースライン実行時の結果

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| クラス | サブタスクA[%] | | | サブタスクB | |
| *F-スコア* | *精度* | *リコール* | *エラー率* | *F-スコア[%]* |
| 電車の警笛音 | 0.0 | 0.0 | 0.0 | 1.00 | − |
| トラックの警笛音 | 11.9 | 72.4 | 6.5 | 1.00 | − |
| 車のクラクション | 6.8 | 10.4 | 5.1 | 1.00 | − |
| ビープ音 | 5.9 | 53.8 | 3.1 | 1.00 | − |
| 救急車 | 37.3 | 57.1 | 27.7 | 1.00 | − |
| パトカー | 49.5 | 43.1 | 58.3 | 0.96 | 19.1 |
| 消防車 | 26.3 | 25.7 | 27.0 | 1.02 | 1.2 |
| 民間警備車のサイレン | 55.2 | 42.0 | 80.6 | 0.71 | 55.7 |
| 叫び声 | 37.7 | 60.1 | 27.5 | 1.00 | 1.0 |
| 自転車 | 36.4 | 49.3 | 28.9 | 1.00 | − |
| スケートボード | 20.7 | 70.8 | 12.1 | 1.00 | − |
| 車 | 9.5 | 5.0 | 100.0 | 4.34 | 20.2 |
| 車の行き交う音 | 5.2 | 29.1 | 2.8 | 1.00 | − |
| バス | 17.0 | 18.7 | 15.6 | 1.00 | − |
| トラック | 25.3 | 21.8 | 30.3 | 1.00 | − |
| バイク | 36.5 | 74.1 | 24.2 | 1.00 | − |
| 電車 | 9.2 | 16.4 | 6.3 | 1.00 | − |
| 全体値 | 19.8 | 16.2 | 25.6 | 1.00 | 11.4 |

# 結論

DCASE 2017チャレンジでは、環境音の分類における現在の研究に関連する4つの課題が提案されました。これまでのチャレンジと比較して、現在の版ではごくまれにしか表れない音響イベントの検出と、弱いラベルを用いた音響イベント検出システムの問題という特定の2種類の状況に取り組んでいます。確立されたタスクの中で、現実の音声における音響シーン分類および音響イベント検出は重要であると見なされていますが、進行中の研究を含めるにふさわしい問題を解決するにはまだ早いです。

公的なデータセットと結果の報告を通して、このチャレンジはオープンな研究と出版を促進し結果を多くのオーディエンスに広めるかもしれません。提供されたベースラインシステムは、各タスクの設定と比較の基準と共にさらなる開発の出発点として提供しました。
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