多标签学习 （100分）

（multi-label learning）

（一）基础要求-Baseline（40分）：

（1） 回归模型+正则化项（![](data:image/x-wmf;base64,183GmgAAAAAAAMAEYAIBCQAAAACwWAEACQAAA9QBAAACAMMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAsAECwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABAAABgIAAAUAAAAJAgAAAAIFAAAAFALjAYEAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGABQgg11gAERdf08ZkIEAAAALQEAAA8AAAAyCgAAAAAFAAAAMTIyLDEBcgGDAXgAKgC8AQUAAAAUAoABBAEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAFCCDXWAARF1/TxmQgQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAACwsgwEAAwUAAAAUAoABLgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAFCCDXWAARF1/TxmQgQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAGxsbOpaAYMBAAPDAAAAJgYPAHsBQXBwc01GQ0MBAFQBAABUAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE0V1Y2xpZE1hdGgxABEFRXVjbGlkIE1hdGggT25lABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBlRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBkNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARB8vOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAgACAgMCAwADAAIBAgAEAAIABQAGAAoBAAIAg2wAAwAbAAALAQACAIgxAAABAQAKAgCCLAACAINsAAMAGwAACwEAAgCIMgAAAQEACgIAgiwAAgCDbAADABsAAAsBAAIAiDIAAgCCLAACAIgxAAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBC/TxmQgAACgA4AIoBAAAAAAEAAADY4hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)）实现多标签分类任务，测试三种正则化项对模型性能的影响，解释其原因；

（2） 运用不同的损失函数Hinge Loss、Logistic Loss，对比性能并分析原因；

（二）中级要求（30分）：

（1）二选一即可

* 实现有监督情况下的大规模多标签分类，具体的方法见参考文献[1][2][3]，对比Baseline分析性能提升原因；
* 自选方法实现本课题-有监督大规模多标签分类问题，对比Baseline分析性能提升原因；

（三）高级要求（30）

注：在高级要求中，假设：标签有缺失值，missing labels or incomplete data问题；

（1）二选一即可

* 在参考文献中[2-6]任选一种方法实现，且保证性能较（二）有所提升；
* 自选方法实现本课题-标签不完整情况下的多标签分类任务；

（2）解释性能提升原因；

（3）尝试结合特征选择方法，实现多标签特征选择和多标签分类，并分析多标签学习性能；

（四）作业格式

作业提交格式包括：课堂展示（40分）+作业文档（60分）

（1）每组需要一名同学**课堂展示**课程设计，需做PPT或者PDF，每组8-10分钟，答辩时间另行通知；

（2）每组需提交**全部源码、课堂展示PPT（PDF）**和**设计报告**,设计报告内容如下：

* 问题提出
* 主要设计思路及处理方法
* 实验设计及说明
* 实验结果及分析
* *有关信息：小组成员学号，姓名，联系方式*

（3）文件提交方式同之前作业提交格式（邮箱），**每组只需提交一份作业**

命名方式举例：第一组+王子义+任金凯+许越凡.rar

（4）报告提交时间：**2019.6.18**
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注：

（1）数据集和参考文献见Dataset和Ref文件夹；

（2）本课题的评价指标统一使用准确率（precision）和召回率(recall)；

（3）不建议使用CNN、RNN、LSTM等深度学习模型；

（4）1-3人一组，每组需一人展示成果（时间另行通知），请在报告以及报告展示中写清任务分工；

（5）论文检索关键词：multi-label learning/feature selection、missing labels、incomplete labels/data。

（5）设计报告中不要粘贴源代码；

如有问题欢迎随时与我们联系：[xuyuanyuan@mail.nankai.edu.cn](mailto:xuyuanyuan@mail.nankai.edu.cn)、yuyin@mail.nankai.edu.cn