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LightGBM模型介绍

LightGBM模型原理

实验总结与展望

参考文献整理

个人工作介绍：

负责论文部分撰写工作，查找并参考了Ghost\_Hzp“LightGBM算法总结”的博文，借鉴了龙大鱼的知乎文章“LightGBM原理之论文详解”辅助理解了“LightGBM: A Highly Efficient Gradient Boosting Decision Tree”一文。

GBDT (Gradient Boosting Decision Tree)和XGBoost是机器学习中采用频率非常高的模型。但是当面对大规模数据高纬度特征时，时间和计算机资源的限制会变得愈发突出。由于两种算法对于计算特征的信息增益是，对于每个特征都要遍历整个数据集，时间复杂度为O(#DataSet\*#features)。如果将训练数据全部装入内存，则会限制训练数据的大小。如果不装入内存，频繁的读写操作又会消耗大量的时间，不能满足工业需求。

LightGBM通过down sample 数据集和特征来降低数据处理消耗。通过两个算法实现两个方法，GOSS和EFB.

GOSS算法对数据集大小进行欠采样。将数据集通过梯度对数据集进行裁剪，通过保留大梯度样本，随机选取小梯度样本，并为其弥补上一个常数权重，这样，GOSS更关注训练不足的样本，同时也不会改变原始数据太多。

EFB算法对数据特征进行欠采样。通过绑定互斥特征（几乎不同时为0），替换为合成特征，避免了对0特征值的无用计算，更降低了样本维度，从而减少了计算成本。

关于算法更加详细的介绍，参见小队报告2.2LightGBM模型。
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