神经网络一般分3层，输入层、隐藏层、输出层。

对于之前的单分类的线性Logistic回归，在神经网络中，对应输入层有n个结点，没有隐藏层，输出层只有一个结点。

对于复杂的非线性模型，可以通过多个线性模型的叠加来实现。