Reconnaissance des formes, Sys800

- *Laboratoire 2 : Algorithmes de classification*-

Lors du premier laboratoire, vous avez dans un premier temps extrait des caractéristiques des images de chiffres en utilisant le codage rétinien. Vous avez ensuite réduit la dimension des vecteurs de caractéristiques. Dans le cadre de ce second laboratoire, vous devrez implémenter, tester et comparer différents algorithmes de classification.

Notons tout d’abord que parmi l’ensemble des techniques de classification, il est possible de distinguer deux catégories d’approches, celles agissant par modélisation et celles agissant par séparation (voir figure 1).

|  |  |
| --- | --- |
|  |  |
| (a) par modélisation | (b) par séparation |

Figure 1 : Deux catégories d’algorithmes de classification

L’objectif du premier type d'approche (Figure 1-a) est de déterminer un modèle le plus fidèle possible de chacune des classes, alors que le second type (Figure 1-b) cherche à optimiser des frontières de décision de manière à séparer au mieux les classes. La décision est alors prise dans le premier cas en utilisant une mesure de similarité pour comparer la donnée à classifier à chacun des modèles et dans le second cas en se basant sur la position de la donnée par rapport aux frontières.

Dans le cadre de ce laboratoire, trois algorithmes de classification seront abordés, deux approches agissant par modélisation (Bayes Quadratique et *k*-PPV) et une agissant par séparation (SVM).

## 1 – Bayes Quadratique

Il est classique en reconnaissance de formes d’utiliser des approches paramétriques qui consistent à faire une hypothèse sur la nature de la distribution des données puis à estimer les paramètres de la distribution en utilisant les données d’apprentissage. Ainsi, le classifieur Bayes Quadratique est basé sur l’hypothèse que les données de chacune des classes suivent une distribution normale multi-variable :

|  |  |
| --- | --- |
| , | (1) |

où *![](data:image/x-wmf;base64,183GmgAAAAAAAGABgAEACQAAAADxXgEACQAAA3EAAAABABwAAAAAAAUAAAALAgAAAAAFAAAADAKAAWABBQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AoD+AAAAAAAAkAEAAAACAAAAUFN5bWJvbAAAuxIKHFiSEQBYsfN3YbHzdyBA9XclF2bxBAAAAC0BAAAHAAAAIQUBAFMAQAFAAAoAAAAmBg8ACgD/////AQAAAAAABAAAACcB//8DAAAAAAA=)j* et *μj* sont la matrice de covariance et le vecteur moyenne des données de la classe *ωj* et *d* la dimension des vecteurs de caractéristiques.

La phase d’apprentissage consiste alors à utiliser les données d’apprentissage afin d’estimer pour chacune des classes, la moyenne et la matrice de covariance. Ces paramètres seront ensuite sauvegardés de manière à pouvoir être utilisés par la suite pour classifier les exemples de test en utilisant la règle de Bayes afin d’estimer les probabilités *a posteriori*:

|  |  |
| --- | --- |
| , | (2) |

où *P*(*ωj*) représente la probabilité *a priori* de la classe *ωj* et *p*(*x*) l’évidence qui est définie par :

|  |  |
| --- | --- |
| , | (3) |

où *c* représente le nombre de classes du problème.

En pratique, il est préférable de calculer les fonctions discriminantes associées à chacune des classes qui sont obtenues en prenant le logarithme naturel de l’équation (2) et en supprimant les termes constants :

|  |  |
| --- | --- |
| . | (4) |

Notons que dans notre cas, les dix classes sont équiprobables ; c’est-à-dire que toutes les classes ont la même probabilité *a priori*: *![](data:image/x-wmf;base64,183GmgAAAAAAAKAHwAIACQAAAABxWwEACQAAA7sBAAACABwAAAAAAAUAAAALAgAAAAAFAAAADALAAqAHBQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AoD+AAAAAAAAkAEAAAAAAAAAEFRpbWVzAAAAMxkK41iSEQBYsfN3YbHzdyBA9XctFGbDBAAAAC0BAAAHAAAAIQUBAIgAUAGUABwAAAD7AoD+AAAAAAAAkAECAAAAAAAAEFRpbWVzAAAAoxYKXFiSEQBYsfN3YbHzdyBA9XctFGbDBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAUADAAUAAHAAAAPsCgP4AAAAAAACQAQIAAAIAAABQU3ltYm9sAAAzGQrkWJIRAFix83dhsfN3IED1dy0UZsMEAAAALQEAAAQAAADwAQEABwAAACEFAQB3AMABzgEcAAAA+wIi/wAAAAAAAJABAgAAAAAAABBUaW1lcwAAAKMWCl1YkhEAWLHzd2Gx83cgQPV3LRRmwwQAAAAtAQEABAAAAPABAAAHAAAAIQUBAGoAIAIVAxwAAAD7Anr9AAAAAAAAkAEAAAACAAAAUFN5bWJvbAAAMxkK5ViSEQBYsfN3YbHzdyBA9XctFGbDBAAAAC0BAAAEAAAA8AEBAAcAAAAhBQEAKADwAVABBwAAACEFAQApAPABkwMcAAAA+wKA/gAAAAAAAJABAAAAAgAAAFBTeW1ib2wAAKMWCl5YkhEAWLHzd2Gx83cgQPV3LRRmwwQAAAAtAQEABAAAAPABAAAHAAAAIQUBAD0AwAFjBBwAAAD7AoD+AAAAAAAAkAEAAAAAAAAAEFRpbWVzAAAAMxkK5liSEQBYsfN3YbHzdyBA9XctFGbDBAAAAC0BAAAEAAAA8AEBAAcAAAAhBQEAMQDAAXsFHAAAAPsCgP4AAAAAAACQAQIAAAAAAAAQVGltZXMAAACjFgpfWJIRAFix83dhsfN3IED1dy0UZsMEAAAALQEBAAQAAADwAQAABwAAACEFAQBjAMABtgYIAAAA+gIGABgAAAAAAAAABAAAAC0BAAAFAAAAFAKpAJYGBQAAABMCFgIcBgoAAAAmBg8ACgD/////AQAAAAAABAAAACcB//8DAAAAAAA=).* Le premier terme de l’équation (4) n’intervient donc pas dans la décision et peut donc être supprimé.

Par ailleurs, il est intéressant de constater que le dernier terme de l’équation (4) représente la distance de Mahalanobis entre l’exemple à classifier et la distribution de la classe ![](data:image/x-wmf;base64,183GmgAAAAAAAAACQAIACQAAAABRXgEACQAAA5wAAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJAAgACBQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AoD+AAAAAAAAkAECAAACAAAAUFN5bWJvbAAAMxkK6liSEQBYsfN3YbHzdyBA9XcgEWZ4BAAAAC0BAAAHAAAAIQUBAHcAYAEgABwAAAD7AiL/AAAAAAAAkAECAAAAAAAAEFRpbWVzAAAAoxYKYViSEQBYsfN3YbHzdyBA9XcgEWZ4BAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAagDAAWcBCgAAACYGDwAKAP////8BAAAAAAAEAAAAJwH//wMAAAAAAA==).

Enfin, la décision est prise en cherchant la valeur maximale parmi les fonctions discriminantes associées à chacune des classes.

## 2 – k - plus proches voisins

Afin d’éviter de devoir faire une hypothèse sur la nature de la distribution des données, il est possible d’utiliser une méthode non-paramétrique telle que l’algorithme des k-plus proches voisins (k-PPV).

L’ensemble des données d’apprentissage forme alors un modèle des différentes classes et pour classer une donnée de test, il suffit de calculer la distance entre cette donnée et l’ensemble des données d’apprentissage, puis d’effectuer un vote majoritaire parmi les *k* données les plus proches, chacune des données votant pour la classe à laquelle elle appartient. Le seul paramètre qu’il est nécessaire de fixer est donc le nombre *k* de voisins à considérer pour prendre la décision. La mesure de distance la plus couramment utilisée est la distance euclidienne :

|  |  |
| --- | --- |
| (), | (5) |

où *x* est la donnée à classifier et *xi*l’un des *n* exemples de la base d’apprentissage.

## 3 – Machines à vecteurs de support

Une machine à vecteurs de support (SVM de l’anglais Support Vector Machine) est un classifieur binaire dont l’objectif est de déterminer la frontière « optimale » séparant les données d’apprentissage des deux classes. Cette frontière est définie par :

|  |  |
| --- | --- |
| , | (6) |

où les ![](data:image/x-wmf;base64,183GmgAAAAAAAAAHwAIACQAAAADRWwEACQAAA7MBAAACABwAAAAAAAUAAAALAgAAAAAFAAAADALAAgAHBQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AoD+AAAAAAAAkAEAAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XeUD2blBAAAAC0BAAAHAAAAIQUBACAAwAIAABwAAAD7AoD+AAAAAAAAkAECAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XeUD2blBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAIADAAgAABwAAACEFAQB5AMABYAAcAAAA+wIi/wAAAAAAAJABAgAAugAAABJUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3lA9m5QQAAAAtAQAABAAAAPABAQAHAAAAIQUBAGkAQAIMARwAAAD7AoD+AAAAAAAAkAEAAAACAAAAUFN5bWJvbAAAag4KfFiSEQBYsfN3YbHzdyBA9XeUD2blBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAzgDAAcMBHAAAAPsCgP4AAAAAAACQAQAAALoAAAASVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1d5QPZuUEAAAALQEAAAQAAADwAQEABwAAACEFAQAxAMABeQMHAAAAIQUBACwAwAEXBBwAAAD7AoD+AAAAAAAAkAEAAAACAAAAUFN5bWJvbAAAag4KfViSEQBYsfN3YbHzdyBA9XeUD2blBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEALQDAAZcEHAAAAPsCgP4AAAAAAACQAQAAALoAAAASVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1d5QPZuUEAAAALQEAAAQAAADwAQEABwAAACEFAQAxAMABZwUcAAAA+wKI/QAAAAAAAJABAAAAAgAAAFBTeW1ib2wAAGoOCn5YkhEAWLHzd2Gx83cgQPV3lA9m5QQAAAAtAQEABAAAAPABAAAHAAAAIQUBAHsA9AHbAgcAAAAhBQEAfQD0AQUGCgAAACYGDwAKAP////8BAAAAAAAEAAAAJwH//wMAAAAAAA==) correspondent aux étiquettes des données d’apprentissage ![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAIACQAAAADxXQEACQAAA6MAAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJgAoABBQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AoD+AAAAAAAAkAECAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xc+GGYDBAAAAC0BAAAHAAAAIQUBACAAYAIAAAcAAAAhBQEAeACgAUgAHAAAAPsCIv8AAAAAAACQAQIAALoAAAASVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1dz4YZgMEAAAALQEBAAQAAADwAQAABwAAACEFAQBpACAC9AAKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA) et *K* est un noyau de Mercer qui permet de projeter les données dans un espace éventuellement plus grand dans lequel la séparation linéaire des classes est possible.

La phase d’apprentissage consiste à déterminer les coefficients ![](data:image/x-wmf;base64,183GmgAAAAAAAMABYAIACQAAAACxXQEACQAAA8cAAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJgAsABBQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AoD+AAAAAAAAkAECAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XdBDGYhBAAAAC0BAAAHAAAAIQUBACAAYAIAABwAAAD7AoD+AAAAAAAAkAECAAACAAAAUFN5bWJvbAAAPhgKBViSEQBYsfN3YbHzdyBA9XdBDGYhBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAYQCgASAAHAAAAPsCIv8AAAAAAACQAQIAALoAAAASVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1d0EMZiEEAAAALQEAAAQAAADwAQEABwAAACEFAQBpACACMAEKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA)et le biais *b* qui maximisent la marge de séparation ; c’est-à-dire la distance entre les données de la classe positive et les données de la classe négative les plus proches de la frontière de séparation. L’apprentissage résout un problème d’optimisation équivalent à l’équation ci-après :

|  |  |
| --- | --- |
| avec et | (7) |

Les données d’apprentissage ![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAIACQAAAADxXQEACQAAA6MAAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJgAoABBQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AoD+AAAAAAAAkAECAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xc+GGYDBAAAAC0BAAAHAAAAIQUBACAAYAIAAAcAAAAhBQEAeACgAUgAHAAAAPsCIv8AAAAAAACQAQIAALoAAAASVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1dz4YZgMEAAAALQEBAAQAAADwAQAABwAAACEFAQBpACAC9AAKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA) associées à des coefficients ![](data:image/x-wmf;base64,183GmgAAAAAAAMABYAIACQAAAACxXQEACQAAA8cAAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJgAsABBQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AoD+AAAAAAAAkAECAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XdBDGYhBAAAAC0BAAAHAAAAIQUBACAAYAIAABwAAAD7AoD+AAAAAAAAkAECAAACAAAAUFN5bWJvbAAAPhgKBViSEQBYsfN3YbHzdyBA9XdBDGYhBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAYQCgASAAHAAAAPsCIv8AAAAAAACQAQIAALoAAAASVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1d0EMZiEEAAAALQEAAAQAAADwAQEABwAAACEFAQBpACACMAEKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA) non nuls sont nommées **vecteurs de support**. Pour plus d’information sur les SVMs, nous vous conseillons de lire le document intitulé « Classifieurs à noyaux et SVM»[[1]](#footnote-1).

La sortie d’un SVM sera donc définie par :

|  |  |
| --- | --- |
|  | (8) |

et la décision sera prise en considérant le signe de celle-ci.

Si l’on utilise un noyau linéaire ![](data:image/x-wmf;base64,183GmgAAAAAAAIAJYAIACQAAAADxVQEACQAAA3wCAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJgAoAJBQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AoD+AAAAAAAAkAEAAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xc+GGYYBAAAAC0BAAAHAAAAIQUBACAAYAIAABwAAAD7AoD+AAAAAAAAkAECAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xc+GGYYBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAIABgAgAABwAAACEFAQBLAKABUAAcAAAA+wKA/gAAAAAAAJABAAAAugAAABJUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3PhhmGAQAAAAtAQAABAAAAPABAQAHAAAAIQUBACgAoAF2ARwAAAD7AoD+AAAAAAAAkAECAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xc+GGYYBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAeACgARQCHAAAAPsCIv8AAAAAAACQAQIAALoAAAASVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1dz4YZhgEAAAALQEAAAQAAADwAQEABwAAACEFAQBpACACwAIcAAAA+wKA/gAAAAAAAJABAAAAugAAABJUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3PhhmGAQAAAAtAQEABAAAAPABAAAHAAAAIQUBACwAoAElAxwAAAD7AoD+AAAAAAAAkAECAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xc+GGYYBAAAAC0BAAAEAAAA8AEBAAcAAAAhBQEAeACgAbUDHAAAAPsCgP4AAAAAAACQAQAAALoAAAASVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1dz4YZhgEAAAALQEBAAQAAADwAQAABwAAACEFAQApAKABcwQcAAAA+wKA/gAAAAAAAJABAAAAAgAAAFBTeW1ib2wAAEEMCkFYkhEAWLHzd2Gx83cgQPV3PhhmGAQAAAAtAQAABAAAAPABAQAHAAAAIQUBAD0AoAFLBRwAAAD7AoD+AAAAAAAAkAECAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xc+GGYYBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAeACgAZMGHAAAAPsCIv8AAAAAAACQAQIAALoAAAASVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1dz4YZhgEAAAALQEAAAQAAADwAQEABwAAACEFAQBpACACPwccAAAA+wKA/gAAAAAAAJABAAAAAgAAAFBTeW1ib2wAAIEWCohYkhEAWLHzd2Gx83cgQPV3PhhmGAQAAAAtAQEABAAAAPABAAAHAAAAIQUBANcAoAHeBxwAAAD7AoD+AAAAAAAAkAECAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xc+GGYYBAAAAC0BAAAEAAAA8AEBAAcAAAAhBQEAeACgAYYICgAAACYGDwAKAP////8BAAAAAAAEAAAAJwH//wMAAAAAAA==), la frontière de séparation est alors un hyperplan défini par ![](data:image/x-wmf;base64,183GmgAAAAAAAIAHoAEACQAAAAAxWAEACQAAA6UBAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAKgAYAHBQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AoD+AAAAAAAAkAEAAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XeLDWabBAAAAC0BAAAHAAAAIQUBACAAoAEAABwAAAD7AoD+AAAAAAAAkAECAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XeLDWabBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAIACgAQAABwAAACEFAQB3AGABSAAcAAAA+wKA/gAAAAAAAJABAAAAAgAAAFBTeW1ib2wAAEEMCklYkhEAWLHzd2Gx83cgQPV3iw1mmwQAAAAtAQAABAAAAPABAQAHAAAAIQUBANcAYAF4ARwAAAD7AoD+AAAAAAAAkAECAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XeLDWabBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAeABgASACHAAAAPsCgP4AAAAAAACQAQAAAAIAAABQU3ltYm9sAABBDApKWJIRAFix83dhsfN3IED1d4sNZpsEAAAALQEAAAQAAADwAQEABwAAACEFAQArAGABIAMcAAAA+wKA/gAAAAAAAJABAgAAugAAABJUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3iw1mmwQAAAAtAQEABAAAAPABAAAHAAAAIQUBAGIAYAFIBBwAAAD7AoD+AAAAAAAAkAEAAAACAAAAUFN5bWJvbAAAQQwKS1iSEQBYsfN3YbHzdyBA9XeLDWabBAAAAC0BAAAEAAAA8AEBAAcAAAAhBQEAPQBgAVgFHAAAAPsCgP4AAAAAAACQAQAAALoAAAASVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1d4sNZpsEAAAALQEBAAQAAADwAQAABwAAACEFAQAwAGABiAYKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA) avec ![](data:image/x-wmf;base64,183GmgAAAAAAAGAIgAQACQAAAADxUgEACQAAA4MCAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAKABGAIBQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AoD+AAAAAAAAkAEAAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xc+GGYkBAAAAC0BAAAHAAAAIQUBACAAgAQAABwAAAD7AoD+AAAAAAAAkAECAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xc+GGYkBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAIACABAAABwAAACEFAQB3AMACSAAcAAAA+wKA/gAAAAAAAJABAAAAAgAAAFBTeW1ib2wAAPUKCttYkhEAWLHzd2Gx83cgQPV3PhhmJAQAAAAtAQAABAAAAPABAQAHAAAAIQUBAD0AwAKYARwAAAD7AoD+AAAAAAAAkAECAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xc+GGYkBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAeQDAArgEHAAAAPsCIv8AAAAAAACQAQIAALoAAAASVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1dz4YZiQEAAAALQEAAAQAAADwAQEABwAAACEFAQBpAEADZAUcAAAA+wKA/gAAAAAAAJABAgAAAgAAAFBTeW1ib2wAAIsNCqNYkhEAWLHzd2Gx83cgQPV3PhhmJAQAAAAtAQEABAAAAPABAAAHAAAAIQUBAGEAwAKbBRwAAAD7AiL/AAAAAAAAkAECAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xc+GGYkBAAAAC0BAAAEAAAA8AEBAAcAAAAhBQEAaQBAA6sGHAAAAPsCgP4AAAAAAACQAQIAALoAAAASVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1dz4YZiQEAAAALQEBAAQAAADwAQAABwAAACEFAQB4AMACCgccAAAA+wIi/wAAAAAAAJABAgAAugAAABJUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3PhhmJAQAAAAtAQAABAAAAPABAQAHAAAAIQUBAGkAQAO2BwcAAAAhBQEAaQA6BAMDHAAAAPsCIv8AAAAAAACQAQAAAAIAAABQU3ltYm9sAACLDQqlWJIRAFix83dhsfN3IED1dz4YZiQEAAAALQEBAAQAAADwAQAABwAAACEFAQA9ADoEVgMcAAAA+wIi/wAAAAAAAJABAAAAugAAABJUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3PhhmJAQAAAAtAQAABAAAAPABAQAHAAAAIQUBADEAOgTXAxwAAAD7AiL/AAAAAAAAkAECAAC6AAAAElRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xc+GGYkBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAbgAlAWYDHAAAAPsCwP0AAAAAAACQAQAAAAIAAABQU3ltYm9sAAD1CgriWJIRAFix83dhsfN3IED1dz4YZiQEAAAALQEAAAQAAADwAQEABwAAACEFAQDlAAwDzAIKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA). Un exemple en deux dimensions est présenté figure 2, où les données d’apprentissage marquées d’un cercle correspondent aux vecteurs de support.
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Figure 2 : Exemple de frontière de décision obtenue à l'aide d'une SVM linéaire

Or, dans le cas d’applications réelles, les données ne seront malheureusement pas toujours linéairement séparables. Il sera alors nécessaire d’utiliser d’autres types de noyaux, tels que le noyau polynomial![](data:image/x-wmf;base64,183GmgAAAAAAAEAOgAIBCQAAAADQUgEACQAAA5kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJADhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ADgAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AHPEsAFpAg30gAIZ9+hNmNQQAAAAtAQAACAAAADIK9AB9DQEAAABkeQgAAAAyCgACZgoBAAAAankIAAAAMgoAAtcIAQAAAGl5CAAAADIKAAKHBAEAAABqeQgAAAAyCgACrQIBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AHPEsAFpAg30gAIZ9+hNmNQQAAAAtAQEABAAAAPABAAAIAAAAMgqgASoMAQAAAGJ5CAAAADIKoAGWCQEAAAB4eQgAAAAyCqABdwcCAAAAYXgIAAAAMgqgAbcDAQAAAHh4CAAAADIKoAENAgEAAAB4eAgAAAAyCqABRgABAAAAS3gcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AHPEsAFpAg30gAIZ9+hNmNQQAAAAtAQAABAAAAPABAQAIAAAAMgqgAfAMAQAAACl4CAAAADIKoAEwCQEAAAAueAgAAAAyCqAB7QYBAAAAKHgIAAAAMgqgAfYEAQAAACl4CAAAADIKoAESAwEAAAAseAgAAAAyCqABcQEBAAAAKHgcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAJEcCokgAIZ9HPEsAFpAg30gAIZ9+hNmNQQAAAAtAQEABAAAAPABAAAIAAAAMgqgARcLAQAAACt4CAAAADIKoAHLBQEAAAA9eAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtADX6E2Y1AAAKACEAigEAAAAAAAAAADjzLAAEAAAALQEAAAQAAADwAQEAAwAAAAAA), le noyau gaussien ![](data:image/x-wmf;base64,183GmgAAAAAAACARAAMACQAAAAAxTAEACQAAA2YCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAMgERIAAAAmBg8AGgD/////AAAQAAAAwP///77////gEAAAvgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKPAKQLBQAAABMCsQKkCwUAAAAUAo8AbgsFAAAAEwKxAm4LBQAAABQCjwDXDwUAAAATArEC1w8FAAAAFAKPAKEPBQAAABMCsQKhDxwAAAD7ArP84wAAAAAAkAEAAAACAAIAEFN5bWJvbAAA/xsKlSAAhn1M8CwAWkCDfSAAhn0mEmabBAAAAC0BAQAIAAAAMgr+AR8JAQAAACh5HAAAAPsCs/zjAAAAAACQAQAAAAIAAgAQU3ltYm9sAACBCwqrIACGfUzwLABaQIN9IACGfSYSZpsEAAAALQECAAQAAADwAQEACAAAADIK+wGbEAEAAAApeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAc8SwAWkCDfSAAhn0mEmabBAAAAC0BAQAEAAAA8AECAAgAAAAyCu0A+g8BAAAAMnkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AHPEsAFpAg30gAIZ9JhJmmwQAAAAtAQIABAAAAPABAQAJAAAAMgoAAu0GAwAAAGV4cGUIAAAAMgoAAvYEAQAAACl4CAAAADIKAAISAwEAAAAseAgAAAAyCgACcQEBAAAAKHgcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AHPEsAFpAg30gAIZ9JhJmmwQAAAAtAQEABAAAAPABAgAIAAAAMgpgAh4PAQAAAGp4CAAAADIKYAJ2DAEAAABpeAgAAAAyCmAChwQBAAAAangIAAAAMgpgAq0CAQAAAGl4HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABzxLABaQIN9IACGfSYSZpsEAAAALQECAAQAAADwAQEACAAAADIKAAJODgEAAAB4eAgAAAAyCgAC1gsBAAAAeHgIAAAAMgoAArcDAQAAAHh4CAAAADIKAAINAgEAAAB4eAgAAAAyCgACRgABAAAAS3gcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAP8bCpggAIZ9HPEsAFpAg30gAIZ9JhJmmwQAAAAtAQEABAAAAPABAgAIAAAAMgoAAiMNAQAAAC14CAAAADIKAAJwCQEAAAAteAgAAAAyCgACywUBAAAAPXgcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAIELCq4gAIZ9HPEsAFpAg30gAIZ9JhJmmwQAAAAtAQIABAAAAPABAQAIAAAAMgoAAncKAQAAAGd4CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AmyYSZpsAAAoAIQCKAQAAAAABAAAAOPMsAAQAAAAtAQEABAAAAPABAgADAAAAAAA=). Une illustration de l’utilité du noyau polynomial est présentée en figure 3. Les données ne peuvent alors pas être séparées par une frontière linéaire, mais l’utilisation d’un noyau polynomial d’ordre 2 permet de déterminer une frontière de séparation non-linéaire bien plus adaptée.

|  |  |
| --- | --- |
| visu_svm2 | visu_svm3 |
| (a) | (b) |

Figure 3 : Frontières de séparation obtenues par une SVM linéaire (a) et non-linéaire (b)

Par ailleurs, dans la majorité des problèmes de reconnaissance de formes, le nombre de classes est supérieur à deux. Il est alors nécessaire de décomposer le problème de classification en plusieurs sous-problèmes binaires qui pourront être résolus par différents SVM. La stratégie la plus simple à mettre en place consiste à construire autant de SVM qu’il y a de classes. Chaque SVM est alors entraîné à distinguer les exemples d’une classe à ceux de toutes les autres classes. On parle de stratégie « un contre tous » et la décision est prise en cherchant la valeur maximale parmi les sorties des différents SVM.

En pratique, la fonction MATLAB permettant l’apprentissage d’un SVM vous est fournie. Le script fourni en annexe 1 vous permettra d’en comprendre l’utilisation. Aussi, vous trouverez en annexe 2 les différentes options à préciser pour utiliser la fonction d’apprentissage. Dans le cadre de ce laboratoire, vous devrez donc utiliser cette fonction et implémenter la fonction de test.

## Rôle des différentes bases de données

Les données d’apprentissage seront utilisées pour construire les classifieurs, alors que les données de test permettront d’évaluer leur capacité à généraliser. En effet, il est fréquent que le taux d’erreur évalué sur la base d’apprentissage soit bien plus faible que celui évalué en utilisant d’autres données. Ce phénomène de surapprentissage des données justifie donc le fait d’utiliser une seconde base de données pour évaluer la capacité à généraliser d’un classifieur. D’autre part, de manière à être rigoureux, aucun paramètre du classifieur ne devra être fixé en tenant compte des résultats obtenus sur la base de test. Ainsi, dans certains cas, il peut être nécessaire de diviser la base d’apprentissage en deux sous-ensembles. Une partie des données sera alors utilisée pour l’entraînement des classifieurs alors que le reste sera utilisé comme base de validation pour optimiser certains paramètres du classifieur, tels que le nombre *k* de voisins du *k*-PPV ou les hyperparamètres (paramètres du noyau et C) du SVM. Ce second sous-ensemble est appelé base de validation et est généralement constitué d’un tiers des données de la base d’apprentissage.

## Critères de comparaison des classifieurs

Le critère principal de comparaison des différents algorithmes de classification sera donc la capacité à généraliser qui sera évaluée en mesurant le taux d’erreur sur la base de test. Néanmoins, d’autres critères devront être pris en considération. En effet, selon l’application visée, la complexité de calcul nécessaire à la prise de décision, la capacité de mémoire nécessaire pour stocker le classifieur ou encore la complexité de mise en place de l’algorithme (apprentissage et optimisation) peuvent être des critères primordiaux. Enfin, il pourra être intéressant de comparer le comportement de chaque classifieur par rapport à des contraintes telles que le nombre d’exemples d’apprentissage.

**Travail à faire**

Toutes les questions doivent êtres traitées en considérant les caractéristiques :

* La technique de rétine avec ACP (RetineACP)

1. Coder l’algorithme d’apprentissage du Bayes Quadratique ainsi que la fonction de test pour évaluer le taux d’erreur.
   1. Dresser la matrice de confusion et faites **l’analyse appropriée**, d’une manière quantitative et supportez votre analyse des erreurs par des exemples de chiffres.
2. Mettre en œuvre le classifieur K-PPV.
   1. Utiliser 1/3 de la base d’apprentissage comme base de validation pour fixer le nombre *k* de voisins.
   2. Tracer un graphe représentant les erreurs d’entrainement en fonction de *k*.
   3. Utiliser la totalité de la base d’apprentissage avec le nombre *k* trouvé en (a) pour évaluer le taux d’erreur sur la base de test.
   4. Dresser la matrice de confusion et faites **l’analyse appropriée**, d’une manière quantitative et supportez votre analyse des erreurs par des exemples de chiffres.
   5. Trouvez le k optimal pour chacune des classes.
3. Coder le script pour l’apprentissage des SVMs en utilisant la stratégie «un contre tous» puis évaluer la performance en test. Pour ce problème, il est suggéré d’utiliser le noyau gaussien ![](data:image/x-wmf;base64,183GmgAAAAAAAEARAAMACQAAAABRTAEACQAAA2YCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAANAERIAAAAmBg8AGgD/////AAAQAAAAwP///77///8AEQAAvgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKPALYLBQAAABMCsQK2CwUAAAAUAo8AgAsFAAAAEwKxAoALBQAAABQCjwD+DwUAAAATArEC/g8FAAAAFAKPAMgPBQAAABMCsQLIDxwAAAD7ArX84wAAAAAAkAEAAAACAAIAEFN5bWJvbAAAsRAK3MjwEgBYsfN3YbHzdyBA9Xf2CGaQBAAAAC0BAQAIAAAAMgr+ASkJAQAAACh5HAAAAPsCtfzjAAAAAACQAQAAAAIAAgAQU3ltYm9sAADeEgqvyPASAFix83dhsfN3IED1d/YIZpAEAAAALQECAAQAAADwAQEACAAAADIK+wHGEAEAAAApeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9Xf2CGaQBAAAAC0BAQAEAAAA8AECAAgAAAAyCu0AIxABAAAAMnkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV39ghmkAQAAAAtAQIABAAAAPABAQAJAAAAMgoAAvgGAwAAAGV4cGUIAAAAMgoAAvMEAQAAACl4CAAAADIKAAIWAwEAAAAseAgAAAAyCgACcgEBAAAAKHgcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV39ghmkAQAAAAtAQEABAAAAPABAgAIAAAAMgpgAkMPAQAAAGp4CAAAADIKYAKKDAEAAABpeAgAAAAyCmACggQBAAAAangIAAAAMgpgAq8CAQAAAGl4HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1d/YIZpAEAAAALQECAAQAAADwAQEACAAAADIKAAJxDgEAAAB4eAgAAAAyCgAC6AsBAAAAeHgIAAAAMgoAArADAQAAAHh4CAAAADIKAAINAgEAAAB4eAgAAAAyCgACRgABAAAAS3gcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAALUQCjGY8RIAWLHzd2Gx83cgQPV39ghmkAQAAAAtAQEABAAAAPABAgAIAAAAMgoAAj8NAQAAAC14CAAAADIKAAJ6CQEAAAAteAgAAAAyCgACzgUBAAAAPXgcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAN4SCrKY8RIAWLHzd2Gx83cgQPV39ghmkAQAAAAtAQIABAAAAPABAQAIAAAAMgoAAogKAQAAAGd4CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AkPYIZpAAAAoAIQCKAQAAAAABAAAAtPMSAAQAAAAtAQEABAAAAPABAgADAAAAAAA=)*.*
   1. Utiliser 1/3 de la base d’apprentissage comme base de validation pour sélectionner les hyperparamètres C et γ optimaux.
   2. Utiliser les valeurs de C et de γ déterminées pour refaire l’apprentissage avec la totalité de la base d’apprentissage puis évaluer le taux d’erreur en test.
   3. Tracer un graphe (3D) de l’erreur de test en fonction de C et γ et faites votre analyse.
4. Comparer les trois classifieurs suivant: la capacité de généralisation, le temps d’apprentissage, le temps de la phase de test, la capacité de mémoire de stockage des paramètres du modèle.
5. **Effet du bruit sur la performance de classification**

Un script AddNoiseToBWImage.m qui permet d’ajouter du bruit aux images des chiffres est décrit en Annexe 3.

Étudier la performance et analyser la robustesse de chaque classifieur (K-PVV, SVM et BayesQuadratique) selon la variance du bruit ajouté.

# Annexe 1

demo\_svm.m

%Demo sur l'utilisation de la fonction mexsvmlearn.dll

%conçu par Tom Briggs, interface matlab et SVMlight

%SVMlight a été developpé par Thorsten Joachims en C.

fprintf('\*\*\* Formation de la base de donnée \*\*\* \n');

X=[1 2;2 1;3 2;3 3;2 4;4 7;5 2;5 4;7 2;7 4];

Y=[1;1;1;1;1;-1;-1;-1;-1;-1];

fprintf('\*\*\* Apprentissage du SVM \*\*\* \n');

model = mexsvmlearn(X,Y,'-t 0 -c 0.5');

fprintf('\*\*\* Affichage des valeurs de alpha avec signe de Yi \*\*\* \n');

Yalpha=model.a

fprintf('\*\*\* Affichage de la valeur du biais \*\*\* \n');

biais=-model.b

fprintf('\*\*\* Affichage de l indice des vecteurs de support \*\*\* \n');

index\_vs = find(Yalpha~=0)

fprintf('\*\*\* Dessin de la frontière de décision \*\*\*\n');

%Récupérer les vecteurs de support

VS=X(index\_vs,:);

%Afficher les données d'apprentissage

plot(X(1:5,1),X(1:5,2),'+',X(6:10,1),X(6:10,2),'.');

%Encercler en rouge les vecteurs de support

hold on

plot(VS(:,1),VS(:,2),'or');

%Calculer les paramètres de la droite de sépapration a1.x+a2.y+bias=0

a1=Yalpha(index\_vs)'\*X(index\_vs,1)

a2=Yalpha(index\_vs)'\*X(index\_vs,2)

%Tracer la droite de séparation

hold on

plot([2.5 4.7],[-(biais+2.5\*a1)/a2 -(biais+4.7\*a1)/a2]);

%Tracer la marge de séparation a1.x+a2.y+bias=-1

hold on

plot([2 4],[-(-1+biais+2\*a1)/a2 -(-1+biais+4\*a1)/a2]);

%Tracer la marge de séparation a1.x+a2.y+bias=1

hold on

plot([3 5.5],[-(1+biais+3\*a1)/a2 -(1+biais+5.5\*a1)/a2]);

%Trouver la classe d'un exemple représenté par Xt1=(6,7)

Xt1=[6,7];

Kt1 = X(index\_vs,:)\*Xt1' %Noyau lineaire

Yt1 = sign(Yalpha(index\_vs)'\*Kt1+biais)

%Trouver la classe d'un exemple représenté par Xt2=(3,0)

Xt2=[3,0];

Kt2 = X(index\_vs,:)\*Xt2' %Noyau lineaire

Yt2 = sign(Yalpha(index\_vs)'\*Kt2+biais)

Résulat de demo\_svm.m

>> demo\_svm

\*\*\* Formation de la base de donnée \*\*\*

\*\*\* Apprentissage du SVM \*\*\*

Optimizing..............done. (15 iterations)

Optimization finished (0 misclassified, maxdiff=0.00066).

Runtime in cpu-seconds: 0.00

Number of SV: 4 (including 1 at upper bound)

L1 loss: loss=0.19987

Norm of weight vector: |w|=1.01978

Norm of longest example vector: |x|=8.06226

Estimated VCdim of classifier: VCdim<=68.59656

Computing XiAlpha-estimates...done

Runtime for XiAlpha-estimates in cpu-seconds: 0.00

XiAlpha-estimate of the error: error<=40.00% (rho=1.00,depth=0)

XiAlpha-estimate of the recall: recall=>60.00% (rho=1.00,depth=0)

XiAlpha-estimate of the precision: precision=>60.00% (rho=1.00,depth=0)

Number of kernel evaluations: 206

Skipping lin\_weights (array is empty)

Clearing 68 un-freed( ) memory blocks

------------ | memory cleaner statistics | -----------------

Blocks allocated: 115

Blocks freed: 115

Block double-frees prevented: 0

Hash bucket collisions: 0

List traversal steps: 0

Collision Rate: 0.000

Average list depth: 0.000

\*\*\* Affichage des valeurs de alpha avec signe de Yi \*\*\*

Yalpha =

0

0

0.0700

0.5000

0

-0.1400

-0.4300

0

0

0

\*\*\* Affichage de la valeur du biais \*\*\*

biais =

4.3997

\*\*\* Affichage de l indice des vecteurs de support \*\*\*

index\_vs =

3

4

6

7

\*\*\* Dessin de la frontière de décision \*\*\*

a1 =

-1.0000

a2 =

-0.1999
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Kt1 =

32

39

73

44

Yt1 =

-1

Kt2 =

9

9

12

15

Yt2 =

1

# Annexe 2

Available options are:

General options:

-? - this help

-v [0..3] - verbosity level (default 1)

Learning options:

-z {c,r,p} - select between classification (c), regression (r), and

preference ranking (p) (see [[Joachims, 2002c](http://www.cs.cornell.edu/People/tj/svm%5Flight/" \l "References#References)])

(default classification)

-c float - C: trade-off between training error

and margin (default [avg. x\*x]^-1)

-w [0..] - epsilon width of tube for regression

(default 0.1)

-j float - Cost: cost-factor, by which training errors on

positive examples outweight errors on negative

examples (default 1) (see [[Morik et al., 1999](http://www.cs.cornell.edu/People/tj/svm%5Flight/" \l "References#References)])

-b [0,1] - use biased hyperplane (i.e. x\*w+b0) instead

of unbiased hyperplane (i.e. x\*w0) (default 1)

-i [0,1] - remove inconsistent training examples

and retrain (default 0)

Performance estimation options:

-x [0,1] - compute leave-one-out estimates (default 0)

(see [5])

-o ]0..2] - value of rho for XiAlpha-estimator and for pruning

leave-one-out computation (default 1.0)

(see [[Joachims, 2002a](http://www.cs.cornell.edu/People/tj/svm%5Flight/" \l "References#References)])

-k [0..100] - search depth for extended XiAlpha-estimator

(default 0)

Transduction options (see [[Joachims, 1999c](http://www.cs.cornell.edu/People/tj/svm%5Flight/" \l "References#References)], [[Joachims, 2002a](http://www.cs.cornell.edu/People/tj/svm%5Flight/" \l "References#References)]):

-p [0..1] - fraction of unlabeled examples to be classified

into the positive class (default is the ratio of

positive and negative examples in the training data)

Kernel options:

-t int - type of kernel function:

0: linear (default)

1: polynomial (s a\*b+c)^d

2: radial basis function exp(-gamma ||a-b||^2)

3: sigmoid tanh(s a\*b + c)

4: user defined kernel from kernel.h

-d int - parameter d in polynomial kernel

-g float - parameter gamma in rbf kernel

-s float - parameter s in sigmoid/poly kernel

-r float - parameter c in sigmoid/poly kernel

-u string - parameter of user defined kernel

Optimization options (see [[Joachims, 1999a](http://www.cs.cornell.edu/People/tj/svm%5Flight/" \l "References#References)], [[Joachims, 2002a](http://www.cs.cornell.edu/People/tj/svm%5Flight/" \l "References#References)]):

-q [2..] - maximum size of QP-subproblems (default 10)

-n [2..q] - number of new variables entering the working set

in each iteration (default n = q). Set n<q to prevent

zig-zagging.

-m [5..] - size of cache for kernel evaluations in MB (default 40)

The larger the faster...

-e float - eps: Allow that error for termination criterion

[y [w\*x+b] - 1] = eps (default 0.001)

-h [5..] - number of iterations a variable needs to be

optimal before considered for shrinking (default 100)

-f [0,1] - do final optimality check for variables removed by

shrinking. Although this test is usually positive, there

is no guarantee that the optimum was found if the test is

omitted. (default 1)

-y string -> if option is given, reads alphas from file with given

and uses them as starting point. (default 'disabled')

-# int -> terminate optimization, if no progress after this

number of iterations. (default 100000)

Output options:

-l char - file to write predicted labels of unlabeled examples

into after transductive learning

-a char - write all alphas to this file after learning (in the

same order as in the training set)

# Annexe 3

% add noise

function N = AddNoiseToBWImage(u,v)

% u : input image

% v : variance of the noise

i = u;

x = rand(size(i));

d = find(x < v/2);

i(d) = 0;

d = find(x >= v/2 & x < v);

i(d) = 1;

N = i;

1. **Extrait de** : Mathias M. Adankon, *"Optimisation de ressources pour la sélection de modèle des SVM "*, Mémoire de Master, École de Technologie Supérieure, Montréal, Septembre 2005 [↑](#footnote-ref-1)